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Abstract 

During the product System Test phase, it is necessary to determine the passed/failed status of 

tests by analyzing network signals. A second layer of verification is introduced by using a 

camera to take pictures triggered by these signals. An image recognition model is used to 

identify the successful operation of the product (tests passed), by processing the captured 

images. The main goal of the proposed method is the improvement of quality assurance 

techniques. The possibility of automated defect detection in the manufacturing process will 

lead to improved productivity, higher product quality, and transparency in reporting. 

 

Keywords: System Test, image recognition, verification, conceptual modelling, 

resilience, sustainability, human-centric, industrial processes, automotive 

  

1. Introduction 

In today’s rapidly evolving industrial landscape, resilience has become a critical 

characteristic for companies to ensure the continuity, reliability, efficiency, and 

quality of their industrial processes. Moreover, sustainability in the context of 

industrial processes is typically associated with reducing waste, conserving resources, 

and minimizing the environmental impact of production activities. By optimizing 

internal processes, a company can ensure its long-term operational efficiency. People 

are at the center of these processes. Therefore, a human-centered approach to process 

re-design is a must. It places the needs and experience of the people – engineers, 

operators, and stakeholders – at the forefront of process design and/or optimization 

and acknowledges that while automation and advanced technologies are crucial, the 

ultimate goal is to empower human workers. 

In this paper we will present the optimization of a system testing process within 

Marquardt Company, following a conceptual modeling workshop facilitated by 

OMiLAB NPO and with participation of professors from the “Lucian Blaga” 

University of Sibiu. Marquardt Company is a German automotive supplier which 

considers the three pillars of resilience, sustainability, and human-centricity for its 

processes in order to keep up with the rapidly evolving industrial landscape. 
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1 Transformation of the industrial processes 

1.1 Resilience of industrial processes 

For the proposed use case, within the product verification activities at System Test, 

the introduction of a second layer of verification supports the resilience of Marquardt 

Company. The System Test phase plays a crucial role in verifying the functionality 

and quality of products before they are released to the market. Traditionally, this 

verification phase relies heavily on network signal analysis to determine the pass/fail 

status of tests. Nevertheless, relying on a single verification method introduces 

vulnerabilities, such as undetected defects that could compromise the quality of the 

product. Therefore, the introduction of a second layer of verification also acts as a 

means of increasing the trust level for test results and business trust between supplier 

and customer, with Marquardt being a supplier that focuses on pro-active testing. 

Automation of the prototyping process and industrial production series process also 

supports resilience. 

1.2 Sustainability of industrial processes 

As stated above, by optimizing internal processes, a company can ensure its long-term 

operational efficiency. The presented use case has no direct influence/impact on the 

changing market conditions, but it maintains Marquardt’s internal operational 

efficiency and flexibility. As the image recognition approach matures and becomes a 

stable mechanism to validate tests, the network signal analysis approach could be 

phased out, at least in some cases. This will reduce waste and preserve resources. 

Further, it will also free up valuable test time (by removing the physical wiring, there 

is no need to solder additional wires or execute additional test-box preparation 

activities), resulting in much faster testing cycles. 

1.3 Human-Centered approach for the industrial processes 

This case study introduced engineers to Design Thinking and Conceptual Modelling 

techniques and tools as a proven approach towards finding an optimal solution. Using 

paper figures as actual anchors for discussion, engineers from Marquardt, professors 

at ULBS (“Lucian Blaga” University of Sibiu) in partnership with OMiLAB NPO 

conducted a joint workshop within this scope. The workshop had the following 

objectives: 

• to encourage engineers to understand the operator’s needs when designing 

processes, 

• to foster creativity by encouraging engineers to  explore possible solutions 

together before actually implementing them; the exploration proved to be 

iterative starting with the physical paper figures, digitalizing the co-created 

scenes and continuing to refine them . 

• to collaborate across company departments, but also outside company, having 

invited engineers with different backgrounds and professors alike to work 

together to solve the given problem. 
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The workshop started with a presentation of the problem in focus, a setup for the tool 

environment by OMiLAB , followed by the actual debate/collaboration around a 

central table capturing the attention of all participants. The scenes created with the 

help of paper figures were captured and digitalized using the Scene2Model tool. The 

result of this workshop will be detailed in the next chapter. 

Further, the implementation of this case study at Marquardt Company will help 

engineers to improve their programming skills and knowledge within image 

processing and computer vision domain. This is a win-win situation as there is an 

ever-growing need for engineers to expand their expertise in these emerging fields.  

Another significant benefit derived from the automation introduced in System Test is 

the ability to free up engineers from repetitive and time-consuming tasks. They could 

be re-allocated to other higher-value work (e.g. optimizing current processes, 

innovating) resulting in greater employee job satisfaction. 

2 The second layer of verification 

As stated before the integration of a human-centered design approach was facilitated 

by a joint workshop between Marquardt, ULBS, and OMiLAB. In this section, we 

present the solution using screenshots of the digital scenes captured during the actual 

workshop. The human interaction and discussions, which were happening around 

physical paper figures, were digitally documented using the Scene2Model tool from 

OMiLAB. This tool captures the transition from the actual state (the “as-is” problem) 

to the future state (the desired solution), presented as a visual story consisting of four 

scenes (see Fig. 1). 

There are many similar products under discussion, grouped by their features into what 

is referred to as the Switch Panel Product Family, which contains hundreds of 

variants. These products include, but are not limited to, dashboard panel controls, side 

door panels, or steering wheel panels. Each of these variants has specific testing 

requirements, therefore, the solution must be flexible enough to accommodate them. 

 

 
Figure. 1. STORYBOARD: Image Recognition for System Test 

 

The concepts of Digital Twin and Digital Shadow are rather new to the engineers at 

Marquardt, but daily System Test activities show that the proprietary CANoe Network 

Simulator, together with the product’s signals descriptions and values, is a good 
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candidate for creating a Digital Shadow of these products. By adding the visual 

aspects of the product’s various operating states, synchronized with signal values, this 

Digital Shadow can evolve into a Digital Twin. 

The current System Test process involves testing the complete product using a 

Hardware-In-the-Loop (HIL) test bench connected to the network simulator via Fast 

Data eXchange (FDX) protocol. By using HIL, the solution fully integrates real-world 

hardware and simulated environments. Based on the signal values recorded during 

these tests, the test engineer validates the product’s expected behavior. In addition, a 

human visual inspection is performed and a Test Report is generated as the final 

output (see Fig.2). Automating this process with image recognition further reduces the 

need for human visual inspections, thereby reducing the human error. As a result, the 

consistency and reliability of the test results is improved, enhancing business trust and 

overall product quality. 

A first step towards the future state is the creation of a database containing images of 

the product’s operating modes. Building this database will be time consuming at first, 

but we expect the effort to be paid-off after 3-4 test cycles. For example, the seat 

temperature button, which has three levels - low, medium, and high – would 

correspond to three distinct images showing one, two, or three LEDs illuminated 

respectively. Similarly, for a rotary knob, the different positions of the knob, 

 

Figure. 2. AS-IS: System Testing 
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Figure. 3. FUTURE STATE: Digital Twin 

 

indicate different functions, or different intensities. They would also be associated 

with distinct images.  

Next, the solution then requires a mapping of these pictures to the product’s signal 

values within the same database (see Fig.3). This will ensure that each signal state is 

accurately reflected by its corresponding visual representation. 

These images form the basis for later training of a Machine Learning (ML) algorithm. 

The ML model will be used to analyze and correctly identify the images captured 

during real-world tests (see Fig.4). It will be trained on a diverse set of images, 

allowing it to generalize well across different product variants. This ensures that the 

solution remains effective, even for updated versions of the existing products. We 

should remember that one of the goals is to automate the verification of the product’s 

response based on the simulation inputs. 

In the future System Test setup, most of the existing equipment will remain in place, 

such as the product storage space, the mounting fixture, the data acquisition 

equipment, the HIL test-bench and the PC running network simulator. However, a 

camera will be added to capture images of the product (in JPG format) as it responds 

to the simulation inputs. 

For the image recognition process, YOLOv5 will be used. YOLOv5 is well regarded 

in the open-source community and its use is well documented, making it an ideal 

choice. It has advanced object detection capabilities allowing it to quickly and 

accurately identify key features of the product. Its open-source nature also means it 

can be customized for Marquardt’s specific internal use cases, offering flexibility as 

testing requirements evolve. 

The image recognition will be handled by a separate PC, distinct from the one 

controlling the HIL test-bench. This dedicated machine, equipped with a powerful 

graphics processing unit (GPU), will handle the computational load, preventing the 

HIL system from being overburdened. . In this way it is ensured that the entire system 

remains stable enough and responsive, even when handling large image datasets. It 

also allows the HIL to focus solely on controlling the physical hardware. We can also 

appreciate the modularity of this solution as it provides flexibility for future 

expansions (e.g. adding hardware for more complex tests). The detection results will  
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Figure 4. FUTURE STATE: Image Recognition Learning 

be sent back to the main PC running the network simulator as JSON strings, including 

information about the test pass/fail criteria, the final image, and any other relevant 

information (see Fig. 6). 

The final output of the solution is an automatically generated comprehensive test 

report, which includes test pass/fail criteria, visual evidence from the image 

recognition system, detailed signal data, and traceability between requirements and 

tests executed. This report is delivered to the customer as a Validation Package, 

providing transparency and confidence in the testing process at Marquardt (see Fig.5). 
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Figure 5. FUTURE STATE: Output 

3 Key skills and necessary competences 

The skills required to complete the tasks derived from this use case are the ability to 

analyze temporal events and signals, the ability to operate and deploy complex 

systems (hardware and software), and the capability to work effectively in a team 

environment. 

The knowledge prerequisites are basic programming skills in Python, C#, or Java, and 

the use of computer vision libraries like OpenCV and deep learning frameworks such 

as TensorFlow or PyTorch. These tools are essential for training machine-learning 

models and deploying the image recognition components of the solution. 

Additionally, basic knowledge of common network protocols such as HTTP is 

required, as well as specific expertise in the automotive network simulators used at 

Marquardt (e.g. CANoe) and their protocols like FDX to ensure accurate 

communication between hardware and test environment. 

Proficiency in mathematical concepts, mainly linear algebra, calculus, and probability 

is indispensable for Computer Vision Engineers. Data analysis skills are equally 

important to interpret the test results and tuning algorithms. 

Soft skills like problem-solving and critical thinking are essential to troubleshoot 

complex system interactions and to identify potential issues early in the testing phase. 

Engineers should demonstrate attention to detail, especially when it is about test 

accuracy or the integration of various system components. 

Furthermore, strong communication skills are vital for collaborating across teams and 

for documenting processes, and producing clear, concise reports (such as the final 

customer test report). 
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4 Results 

The case study is in its early stages of development. While the transformation is not 

yet fully deployed, key components of the system have been prototyped and 

integrated. For example, the camera-based image recognition system and Machine 

Learning algorithm training have been implemented (see Figure 6), and early tests 

showed promising results (e.g. 90% average recognition accuracy). The Hardware-In-

the-Loop (HIL) test bench and CANoe network simulator are already an integral part 

of the testing process with the second layer of verification (image recognition) being 

gradually introduced.  

 
Figure 6. Implementation of main components of the solution 

 

As the system matures we expect greater benefits in terms of productivity (e.g. an 

engineer would spend less time on visual inspection, therefore we estimate a 10% 

increase in his work efficiency), cost savings (e.g. related also to man-hours per task, 

a time reduction in System Test expected to be 15%-20%), reporting transparency 

(e.g. will include the real captures from the camera and have traceability to the 

executed tests) and customer satisfaction leveraging further business economic 

benefits. 

5 Conclusions 

The integration of advanced automation technologies, such as image recognition and 

machine learning, alongside more traditional Hardware-In-the-Loop (HIL) testing, 

represents an important shift for Marquardt in its journey towards Industry 5.0. The 

proposed solution supported by both human-centered design and Digital Twin 

concepts, demonstrates the potential to improve product development processes (e.g. 

System Test phase) and business processes alike, reducing manual errors and 

enhancing both accuracy and transparency. 

By automating repetitive tasks, engineers are freed up to focus on more creative and 

high-value activities, this aspect being an important step in the Industry 5.0 vision: 

technology empowers people, not replaces them. 

Marquardt’s experience shows the value of collaborative innovation between teams, 

jointly working on solutions with external partners like ULBS, OMiLAB and also 

integrating the latest machine learning algorithms with existing network simulation 
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and testing infrastructure. Based on these experiences we outline below some key 

recommendations for transitioning to Industry 5.0: 

 

• Adopt a human-centered approach: engaging employees in the design and 

implementation process – through workshops, training, and collaboration – 

ensures that technologies empower people not replace them. The introduction 

of Design Thinking into Marquardt’s process is a good example of how 

collaborative problem solving can lead to innovative solutions. 

• Invest in skill development and lifelong learning: as companies introduce new 

technologies like computer vision and machine learning, employees will need 

to upgrade their skills, knowledge, and competencies for new roles. 

Companies should invest in training programs, not only in technical areas like 

Python, and machine learning, but also in soft skills like teamwork and Design 

Thinking. 

• Be data-driven: the success of Industry 5.0 lies in the ability to collect real-

time data from physical and digital systems. A data-driven approach is no 

longer optional, as continuous monitoring and feedback loops will improve 

product quality faster than ever and maximize operational efficiency. 
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Abstract 

This research aims to examine how artificial intelligence (AI) can be used within the 

educational framework for developing personalized learning paths. In order to achieve this 

goal, an etic approach is employed, and a qualitative-quantitative perspective is adopted. Thus, 

following the PRISMA guidelines, 71 articles published on Web od Science, during January 

2014 – June 2024, are selected and analysed using cluster and density analysis. The results 

bring forward that the peak of the scientific production was reached in 2022 and that the topic 

is more appealing to the scholars from the information technology field than to the ones from 

the educational area. Furthermore, two lines of research can be identified; one that is 

technology-driven and another one that is learner/human-driven. Further research is required 

in providing a nexus between the two of them since, in the context of Industry 5.0 and Society 

5.0, AI could act as a bridge. This research has several implications. On the one hand, it 

emphasizes the topics that captured scholars’ attention and also various research gaps that 

should be addressed. On the other hand, it extends the research from the educational 

management area by highlighting how AI could facilitate the transition towards the 

implementation of the connectivism learning theories.  

Keywords: Artificial intelligence, Personalized learning path, Industry 5.0 

  

1. Introduction 

Learning pathways are essential for lifelong learning especially in the context of 

Industry 5.0 when companies claim that they cannot find employees with the necessary 

skills to meet market’s demands. This situation occurs due to the speed at which new 

technologies are advancing [1]. 

To enable workers at all levels to acquire the required competencies for ensuring 

company’s competitiveness in the Industry 5.0 context, it is necessary to develop 

appropriate learning pathways. These must be adapted to companies’ needs and, at the 

same time, they must be customized, considering employees' current competencies and 

learning style [2]. 

Artificial intelligence (AI) can greatly help define personalized learning paths since it 

is capable to adapt in a faster pace to users’ requirements [3]. Taking these into account, 

the current article aims to analyse how AI can be used within the educational framework 

to develop personalized learning paths. 

To do this, an extensive literature search has been carried out, selecting a set of articles 

that address this topic, analysing their content and carrying out a co-occurrence analysis 
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and clustering (section 2). The main findings have been developed in section 3. Finally, 

the article's conclusions are presented in section 4. 

2. Research methodology 

This research aims to examine how AI can be used within the educational framework 

for developing personalized learning paths. In order to achieve this goal, an etic 

approach is employed which encompasses an external view on meaning associations 

and real-world events. Unlike the emic approach, the etic perspective generates 

“descriptions and analyses expressed in terms of the conceptual schemes and categories 

regarded as meaningful and appropriate by the community of scientific observers” [4, 

p.130]. Hence, a documentary study is used which consists of a review of articles and 

studies from the educational management journals. The research adopts a qualitative-

quantitative perspective and the whole multi-stage process is dominated by an inductive 

approach. 

On a first stage, PRISMA guidelines are used for identifying the most relevant articles 

published on Web od Science database. Thus, the articles published during January 

2014 – June 2024 which include in title, abstract or keywords the phrases “artificial 

intelligence”, “AI”, and “learning”, “learning path”, “personalized learning” are 

selected. A total of 390 articles are found; 300 are published in the international journals 

while 90 are included in proceedings volumes. Each article is analysed in order to 

determine its relevance for the research problem. As suggested by [5], those which fall 

out of scope are removed from the final database. As a result, 71 articles are selected 

since they focus exclusively on the use of AI within the educational framework and not 

on developing AI-based technologies. 53 of them are included in international journals 

while 18 in conference proceedings.  

On the second stage, for the selected articles a content analysis is employed. This 

research method is used due to the fact that (i) it is has an analytical flexibility; (ii) it is 

nonintrusive; and (iii) it entails the specification of category criteria for reliability and 

validity tests [6]. The main categories in which the analysis focused are: (i) the type of 

article; (ii) the approach; and (iii) the main topic. 

On the third stage, the previously selected articles become subject of co-occurrence and 

cluster analysis which are performed using VOSViewer 1.16.17 and the steps indicated 

by [7]. Thus, the similarity matrix is constructed, taking into account the co-occurrence 

principles, according to which: 

 𝑠𝑖𝑗 =
𝑐𝑖𝑗

𝑤𝑖∗𝑤𝑗
 (1) 

where sij is the similarity between item i and j; 

cij is the number of co-occurrences of item i and j; 

wi is the number of occurrences of item i; 

wj is the number of occurrences of item j.   

The results of the similarity matrix are further used within the mapping technique in 

order to obtain a visual representation of the causal linkages established among 

concepts. The mapping technique is based on the following relationship: 

 𝑉(𝑥1, … . , 𝑥𝑛) = ∑ 𝑠𝑖𝑗𝑖<𝑗 ‖𝑥𝑖 − 𝑥𝑗‖
2
 (2) 

where xi=(xi1, xi2) reflects where item i is located; 
‖∎‖ is the Euclidean norm. 
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Last but not least, a cluster density analysis is performed in order to emphasize the hot 

topics that are drawing academics attention. This involves: 

 𝐷𝑝(𝑥) = ∑ 𝐼𝑃(𝑖)𝑤𝑖
𝑛
𝑖=1 𝐾 (

‖𝑥 − 𝑥𝑖‖
(�̅�ℎ)

⁄ )  (3) 

where DP(x) is cluster’s density; 

IP(i) is a function that equals 1 when the item i belongs to cluster p and 0 

otherwise; 

K is the Gaussian kernel function; 

h is kernel width; 

�̅� is the average distance between items, and it is calculated with the help of the 

following equation: 

 �̅� =
2

𝑛(𝑛−1)
∑ ‖𝑥𝑖 − 𝑥𝑗‖𝑖<𝑗   (4) 

Using an inductive and interdisciplinary approach, the current research provides an 

external view on a real-world phenomenon like the use of AI within the educational 

framework for providing personalized learning paths. The inductive character comes 

from analysing previously researched phenomenon from different perspectives while 

the interdisciplinary character is generated by integrating, interacting, and linking 

theories from the information technology management area with educational 

management. 

3. Main findings 

3.1. Descriptive statistics 

From a total of 390 articles published in Web of Science during January 2014 – June 

2020, only 71 focus on the educational framework and have a look on how AI could be 

used for developing personalized learning paths. As reflected in Figure 1, the interest 

in using AI within the educational framework appeared in 2015 and increased slowly 

by 2019. However, after the COVID period, there is a boom in the scientific production, 

and the number of articles increased by 77%. Nevertheless, it must be mentioned that 

the focus of this article is on the general approach of AI and not on specific technologies 

developed within this area. Different results may have been obtained if ChatCPT would 

have been included as component of the research context. 
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Figure 1. Literature trends: Number of papers published since 2015 

Almost 41.5% of the scientific production regarding the use of AI for developing 

personalized learning paths is concentrated in 10 journals (Table 1). As it can be 

noticed, only 3 of them belong to the educational field while all the other ones come 

from the information technology (IT) area. Thus, it can be claimed that the topics related 

to using AI for developing personalized learning paths are more appealing for the IT 

researchers than for the educational scholars. The former adopt a wider view and 

highlight how AI and Internet of Everything can change the educational process and 

practices while the latter remain focused on the constructivism learning theories and 

neglect how AI could facilitate the transition towards the implementation of the 

connectivism learning theories. 

 

Table 1. Articles distribution based on the journals in which they were published 

Name of the journal Share of 

published articles 

Sustainability 5,66% 

Education and Information Technologies 5,66% 

Journal of Intelligent & Fuzzy Systems 3,77% 

Soft Computing 3,77% 

Scientific Programming 3,77% 

International Journal of Emerging Technologies in Learning 3,77% 

Artificial Intelligence in Education 3,77% 

Mobile Information Systems 3,77% 

IEEE Access 3,77% 

Knowledge-Based Systems 3,77% 
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3.2. Cluster and density analysis 

Analysing the studies developed so far, two lines of research can be identified (Figure 

2). The first one is technology-driven and concentrates on developing a model based on 

artificial intelligence that can be used within the teaching process for fostering adaptive 

learning. The focus is on using data, in general, and big data, specifically, for addressing 

the challenges that come from the external environment. The second one concentrates 

on learners’ needs and characteristics and how these could be addressed by establishing 

personalized learning paths. Against this backdrop, the blended learning approach is 

considered, and the classical resources and courses are combined with e-learning, 

genetic algorithms and platforms like MOOC. Furthermore, the studies included on this 

category are treated as experiments, using a trial and error approach for showing how 

AI and intelligent tutoring systems could be used for addressing students’ needs and 

interests.   

 
Figure 2. The clusters defining the research regarding the use of AI for developing 

personalized learning paths 

 

For the cluster density analysis, a red-green-blue colour scheme is used where red 

highlights the topics that mainly capture academics’ attention and blue emphasises the 

less addressed topics. As reflected in Figure 3, academics focus on addressing learners’ 

needs by providing personalized learning paths based on e-learning and genetic 

algorithm. On the other hand, further research is required on developing systems-based 

on artificial intelligence that could support teaching, in terms of content delivery, 

assessment, and interaction while considering students’ learning style.  
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Figure 3. Results of the cluster density analysis 

4. Conclusions 

Using an inductive and interdisciplinary approach, the current research provides an 

external view on a real-world phenomenon, like using AI within the educational 

framework to provide personalized learning paths. Thus, 71 articles published in 

international journals indexed on Web of Science were selected and analysed since they 

focused exclusively on the use of AI within the educational framework. The results of 

the similarity matrix and the mapping technique brought forward a visual representation 

of the causal linkages established among concepts, while the cluster density analysis 

emphasized the hot topics that are drawing academics' attention.  

One of the paper's main conclusions is that the topics related to using AI for developing 

personalized learning paths are more appealing to IT researchers than educational 

scholars. Besides, two lines of research have been identified by analysing the studies 

developed so far. The first one is technology-driven and concentrates on developing a 

model based on artificial intelligence that can be used in the teaching process to foster 

adaptive learning. The focus is on using data, in general, and big data, specifically, to 

address the challenges of the external environment. The second one concentrates on 

learners’ needs and characteristics and how these could be addressed by establishing 

personalized learning paths based on e-learning and genetic algorithms.  

Despite these insights, the research is limited by its structural characteristics. It adopted 

AI from a general approach without considering the use of specific AI tools like 

ChatGPT and it focused exclusively on the articles indexed on Web of Science. 

Different results may have been obtained if different concepts have been included in 

the search process and if databases like Scopus, Sage or Emerald would have been 

considered. Hence, further research is required to develop AI-based systems that could 
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support teaching in terms of content delivery, assessment, and interaction while 

considering students’ learning styles. 
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Abstract 

Software-Defined Radios (SDR) offer unparalleled reconfigurability across a wide frequency 

spectrum, making them versatile tools in the RF domain, especially when capable of 

simultaneous data transmission and reception. This adaptability positions SDRs as cost-

effective universal RF measurement devices. Leveraging these advantages, this article 

explores the utilization of an SDR as a Vector Network Analyzer (VNA), emphasizing an 

offset tuning measurement approach to mitigate negative effects inherent in SDR 

architectures. The research places particular attention on the software and measurement 

aspects of SDR-based VNA, distinguishing itself from existing recent research that 

predominantly concentrates on hardware setup and calibration. The study refines and 

generalizes existing approaches while presenting a universal methodology for VNA 

realization, for any SDR architecture with at least 1 full duplex transmit and receive port. By 

addressing the often-overlooked software aspects and proposing a novel measurement 

approach, this research provides a foundation for implementation, with the potential to 

significantly contribute to the evolution of SDR-based RF measurement methodologies. 

Keywords: Software-Defined-Radio, Vector-Network-Analyzer, Configuration, Offset-

Tuning 

  

1 Introduction 

VNAs characterize network properties in function of frequency using Scattering-

Parameters (S-Parameters). These S-Parameters describe how signals of different 

frequencies are amplified/attenuated and their phase shifted when passing through a 

network. Vector-Network-Analyzers have come a long way since their initial 

appearance on the market in the 1960s [8]. However, they still remain pricy pieces of 

measurement equipment, as standalone entry price models from reputable 

manufacturers (e.g.: Rohde & Schwarz, Keysight) with a relatively low frequency 

bandwidth start above 5000€. The price of higher-performance VNAs can easily rise 

into the tens of thousands of euros  [1]. 

In recent research SDRs have been utilized to realize functionalities of multiple types 

of measurement equipment, such as Spectrum Analyzer  [11], [10]; Optoelectronics  

[14]; as well as VNA [16], [13], [12]. This proven versatility of Software-Defined 

Platforms enables them to be used as universal low-cost measurement equipment. The 

added value in this case is not that the SDR achieves more precise measurements than 
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the dedicated alternatives, but that it can be easily reconfigured to replace several 

measuring devices. The savings potential of a universal SDR measuring device is 

therefore enormous. 

This article explores the implementation of a VNA using a SDR with particular 

attention to the configuration of the SDR and the methodology of the measurement 

with the software aspects involved. While the measurement approach in its essence is 

valid for any SDR with at least one transmit and receive full duplex ports, the 

LimeSDR mini is utilized as an example SDR model. Initially some SDR 

fundamentals are discussed and the features of the LimeSDR mini are presented. 

Subsequently additional hardware components, as well as the calibration of the 

system is discussed. This section is kept rather short, as other recent research covers 

this sufficiently [13],  [12]. Finally, considerations for the SDR configuration is 

presented, taking into account the settings of the sample rate, transmit power levels, 

adequate tuning of receive power, filter settings as well as the interpretation of I/Q 

data to obtain a measurement with as little noise as possible. As the approach of a 

SDR VNA is not yet commercialized [8], the known weaknesses of the heterodyne 

and homodyne SDR architectures are mitigated in the proposed measurement method. 

2 SDR Theory and Example SDR Used 

2.1 SDR Theory 

The basic principle behind SDR is to digitalize the signal processing of signals as near 

to the antenna as possible in a functional sense. The ideal SDR would consist of an 

antenna, and Analog-Digital-Converter (ADC) and a processing unit in which signal 

processing is executed. Due to sample rate limitations in currently available ADCs 

this is not practical. The typical receiving frequency range of such a system would 

range from 9 kHz to 55 MHz when respecting Nyquist's sampling theorem. Thus, 

additional analogue frontend RF hardware, usually pre-selector filters, I/Q mixers, and 

optionally frequency converters are required to extend the operation range [9]. 

Two established SDR architectures are the heterodyne and homodyne architectures. 

The heterodyne architecture, schematically depicted as a receiver in Figure 1, 

performs frequency conversion in two stages, where the first conversion stage 

converts the signals to an intermediate frequency (IF) band. The second stage converts 

the signals to baseband using an I/Q mixer. In comparison to the homodyne 

architecture, the heterodyne architecture may achieve superior filter selectivity, 

system sensitivity and system stability. In contrast to the heterodyne architecture, the 

homodyne architecture directly down converts signals to baseband and thereby 

features no IF frequency. This architecture is therefore often also referred to as Zero-

IF. Figure 2 depicts this architecture for the receiver side. Generally, this architecture 

allows for a smaller form factor, lower cost, power consumption and a better image 

rejection ratio due to a single mixer stage [2]. Both SDR architectures struggle to 

varying degrees with LO Leakage which manifests itself as a DC Offset, observable 

as a spike at 0 Hz in the frequency domain. Image rejection techniques are required 

for both architectures, as the mixers involved in frequency conversion generate 

images from the signals to be transmitted or received. [9]. 
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Figure 1 Heterodyne Receiver Architecture 

 

 

Figure 2 Homodyne Receiver Architecture 

2.2 Example SDR 

The example SDR referred to in this article is the LimeSDR mini v1. It based on a 

homodyne architecture, features a frequency range from 10 MHz to 3.5 GHz, a 

maximum sample rate of 30.72 MHz and a 12-bit ADC operating with up to 0.8 Vpp. 

It features one receive port and one transmit port which can be tuned independently of 

each other [17]. 

3 Hardware Setup and Calibration 

While S21 and S12 measurements can be made in straight forward fashion by 

connecting the device under test (DUT) between the SDR transmit and receive port as 

shown in Figure 3, S11 and S22 measurements require additional hardware as they 

measure the reflected wave from the DUT [8], [13]. A directional coupler used as a 

reflectometer is used to measure the reflected wave from the DUT as seen in Figure 4. 

A 10dB attenuator can be added to reduce variation in impedance [12]. 
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Figure 3 Hardware Setup for S12 and S21 Measurements 

 

Figure 4 Hardware Setup for S11 and S22 Measurements 

Calibration is a necessary operation that should be conducted before executing 

measurements. It captures changes which are induced by additional hardware 

components in the measurement setup and age-related degradation in the active 

components of the system. [15] A fleshed out SDR VNA should include an automated 

calibration routine. This however is not subject of this article. In terms of calibration 

recent research has found the application of the Short-Open-Load (SOL) [12] and 
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Through-Reflect-Line (TRL) [13] calibration standards to be accessible and effective 

calibration methods for a SDR VNA.  

Alternatively, a commercial RF measurement equipment such as a power meter or 

spectrum analyzer can be used to calibrate the SDR VNA. It is important to note that 

two calibrations must be conducted: One for S12 and S21 measurements, and another 

for S11 and S22 measurements.  

For the calibration of S12 and S21 measurements, the SDR should transmit the same 

signal that will be used for measurements. The calibration needs to be done in steps 

over the whole frequency range intended for measurements. The steps size can be 

chosen in function of the desired frequency accuracy of the SDR VNA. The RF 

measurement equipment of choice is used to receive the power level and phase of the 

signal instead of the SDR receive port. Instead of the DUT the two harnesses can be 

connected using an appropriate adaptor (this however will induce a small error into 

the calibration), or the calibration can be done twice: For the equipment between 

transmit port and the DUT, and once for the equipment between the DUT and the 

receive port. 

For the calibration of S11 and S22 measurements, the same signal type as described 

above must be used. The calibration must be conducted once from the SDR transmit 

port to the DUT, with the coupled port of the directional coupler being terminated 

with a 50 Ω termination. The calibration must then be conducted with the SDR 

transmit port being connected instead of the DUT and the signal measured at the 

coupled port of the directional coupler. Here as well, all unconnected ports must be 

terminated with a 50 Ω termination. These two calibrations together characterize the 

path for the S11 and S22 measurements. 

The obtained attenuations and phase shifts from the calibration measurements can 

then be interpolated in function of the frequency steps and the resulting calibration 

graphs or functions must be stored as they need to be available for further use in the 

software during measurements.  

It is worth noting that most SDRs also offer internal calibration options to minimize 

the receive and transmit DC spike and to increase image rejection as shown in Figure 

5 and Figure 6. An example how this is done for LimeSDR using phase and gain 

correction of the I/Q signals is shown in [3]. 
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Figure 5 Receive Spectrum of a CW with 1 MHz Offset Before Internal Calibration 

[3] 

 

Figure 6 Receive Spectrum of a CW with 1 MHz Offset After Internal Calibration [3] 

4 Measurement Approach, SDR Configuration, and 

Processing of I/Q Data 

4.1 SDR Configuration 

The SDR configuration before a measurement encompasses the definition of the used 

sample rates, transmit and receive gain, transmit and receive filter configurations and 

the I/Q frame size expected to be received from the SDR. The proposed measurement 

method uses an offset tuned continuous-wave (CW) signal which is transmitted by the 

SDR. Since only a single signal is present during the measurement, generated images 

of the transmitted signal can easily be ignored in the signal processing on the 

receiving side of the SDR, given that the DUT does not frequency shift the 

transmitted signal. The DC spike caused by LO Leakage could interfere with a CW 

located too close to the center frequency which the transmitter is tuned to. Thus, it is 

proposed to use a 1 MHz offset tuned CW as transmit signal.  
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The CW signal offset has an impact on the required sample rate and frame size of I/Q 

data. To properly sample the CW, the sample rate must be at least twice the CW 

frequency offset. If possible, the signal should even be oversampled. In this 8x 

oversampling is chosen, which would be 8 MHz. The sample rate of the receive and 

transmit channels can be the same. The frequency bin size achievable after the Fast-

Fourier-Transform (FFT) depends on the sample rate and frame size as shown in (1). 

If the frequency width of one frequency bin should be as close as possible to 15 kHz, 

but still be a power of 2 to retain FFT conversion speed, the frame size 512 may be 

chosen. The frequency bin size of 15 kHz is chosen to fit the CW signal inside of a 

single bin with some margin for error. This will ease the signal processing in 

software. 

 

(1) 

4.2 Measurement Methodology 

Figure 7 shows control flow of the proposed measurement methodology. It consists of 

the initialization which contains the SDR configuration and a measurement loop. The 

measurement must be repeated for each S-Parameter measurement. Two special 

buffers are used in this measurement method. The Calibration Data Buffer contains 

the frequency dependent calibration data. This buffer can either be an array containing 

calibration data at discrete frequency steps of the calibration, or it could be a function 

representing the interpolation of the calibration over the previously mentioned 

frequency steps. The Measurement Result Buffer contains the measurement results 

and is filled incrementally with each frequency step during the measurement. 

It should be noted, that when switching from S21 and S12 measurements to S11 and S22 

measurements, the hardware setup should be changed as described in chapter 3. 

Furthermore, also the calibration data required to be used differs. The signal 

processing steps highlighted in Figure 7 are described in chapter 4.2.1 to chapter 

4.2.5. 

4.2.1 Signal Processing Step A 

Averaging of I/Q data frames helps to smooth out short-term fluctuations in the 

measurement at the cost of measurement duration. Averaging can be implemented 

using two buffers with the length of the I/Q data frame. One buffer is used to store 

newly received data from the SDR, while the other buffer stores the continuously 

updated averaging result. 

4.2.2 Signal Processing Step B 

Conversion from the time domain into the frequency domain is proposed to be 

managed using the Fast-Fourier-Transform (FFT) algorithm. To mitigate artefacts 

which are generated through the FFT of a finite data set, before converting to the 

frequency domain, a window function (e.g. Hanning) is applied to the time domain 

signal [6]. While it is possible to implement the FFT manually, there are several tested 

and proven libraries already implementing the FFT. An example is the fftw3 library 
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which implements the FFT for C and Fortran [4]. The exemplary usage of fftw3 in a 

LimeSDR Spectrum Analyzer application with C/C++ can be seen in [5]. 

4.2.3 Signal Processing Step C 

To compute the phase of the CW signal on the receiving side of the SDR the correct 

bin of frequency domain I/Q data needs to be identified. Figure 8 shows the time 

domain and frequency domain plot of a I/Q data frame size of 512. It contains a 1 

MHz CW sampled at 8 MHz. Utilizing (1) and keeping in mind that the first bin of the 

FFT result is DC, it can be concluded that the 65th bin contains is the I/Q data bin to 

be used for obtaining the phase of the CW signal through     (2). The phase offset 

captured during the calibration will be corrected for in step E. 

 

    (2) 

4.2.4 Signal Processing Step D 

The power measurement requires the I/Q frame to be in the frequency domain as well. 

The amplitude shown in Figure 8 Time Domain and Frequency Domain Plot of a 

Complex Sine does not yet display the power in an SI-unit. To obtain the amplitude in 

Vrms, (3) must be applied, where A is the time domain I/Q frame and N is the frame 

size [1 Cerna NI]. S is the ADC step size in volt. It must be taken into account that the 

I/Q data sampled by the ADC is usually relative to the ADCs range. For the LimeSDR 

this means that an I/Q amplitude equaling the maximum 12-bit integer value 

correlates to the maximum voltage the ADC can represent, in this case 0.8 Vpp. 

 

 

    (3) 

To obtain the power of the CW signal in dBm the amplitude of the respective bin 

must be inserted in (4), where R is the system impedance, usually 50 Ohm. 

 

   (4) 

The difference between the obtained power level and the power level of the 

transmitted signal constitutes the attenuation or gain of the currently measured S-

Parameter. The gain offset captured during the calibration will be corrected for in step 

E. 

4.2.5 Signal Processing Step E 

Ultimately for each frequency step, the calibration offsets for phase and gain must be 

corrected in the measured S-Parameters. These can simply be added to the 

measurement results obtained in chapter 4.2.4 and 4.2.3. 
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Figure 7 Measurement Methodology 
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Figure 8 Time Domain and Frequency Domain Plot of a Complex Sine 

5 Conclusions 

The presented measurement methodology and SDR configuration goes beyond the 

hardware-related insights that recent research offers on the implementation of a SDR 

VNA. Based on the findings of this research it is possible to derive a software 

implementation using any of the common implementation tools such as MATLAB & 

Simulink, GNU Radio or in C. The proposed method is designed with known 

weaknesses present in current SDR architectures in mind, to offer S-Parameter 

measurements with as few noise as possible. 
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Abstract. Colour is used increasingly often as quantitative indicator of combined continuous 

features such as temperature and humidity on geographical maps, or deformity on two axes in 

medical diagnosis. As such, generating flexible bivariate legends with particularly tough 

colour constraints for specific combinations of the variables has come to the forefront. The 

paper presents a systematic method of generating bivariate legends by first selecting a 

convenient colour subspace and then adjusting it through image processing techniques. The 

proposed method can generate a wide variety of legends with smart choices of parameters but 

remains simple enough to be worthy of consideration by specialists (in various fields) whose 

representations may benefit by becoming better intelligible. These legends can be used for 

pseudo-colouring of maps, diagrams, and many other images and graphical representations. 

An example is also provided for a comprehensive colouring to be used in the medical diagnosis 

of spine deformity. 

Keywords: bivariate maps, pseudo-colouring, interpolation, warping 

  

 

1. Introduction 

Colour has had an important role in human evolution and can still be extremely 

influential in defining specific anthropocentric environments, summarizing information 

in memorable ways or inspiring associations between abstract concepts. Colour has 

been defined as a property of objects long before it was well understood [1]. The first 

known theory of colour belongs to Aristotle, who believed that light originated in the 

eye, that all colours came from lightness and darkness and that they were related to the 

four elements. Ptolemy also briefly commented on colours in his book on geometrical 

optics [2]. During the Islamic Golden Age, scholars like al-Kindi, al-Haytham, ibn-Sina 

and al-Tusi challenged Aristotle’s view on the source of colour by emphasizing the role 

of external light [2][3]. Starting from the Early Renaissance, European painters and 

craftsman described a more practical theory based on paints, which eventually lead to 

the adoption of Red-Yellow-Blue (RYB) as the primary colours, still relevant in arts 

[4]. Although recognizing light as an external phenomenon, Galileo was inclined to 

place the existence of colour not outside, but rather within the mind of the observer [5]. 

However, with the prism experiments on splitting and recombining white light from 

Newton’s Opticks and the thorough description of coloured light as a sliver of the 

electromagnetic spectrum, colour was firmly in the physics realm, described in terms 

of hue/frequency, saturation and brightness [6]. Yet, some colours such as magenta 

were not to be found in the rainbow spectrum either as single waves or as clusters of 
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waves with similar frequencies. It was only after a more detailed analysis of the human 

(and animal) vision during the 19th and 20th centuries that the observer’s importance 

was recognized once again, which in turn lead to the development of the colour system 

having primary colours Red-Green-Blue (RGB). Beyond that, artificial vision systems 

or data collecting devices (including satellites and space probes) are not limited to the 

visible spectrum, nor to the constraint of having only 3 (relatively wide) frequency 

bands. 

Back in the 18th century, Goethe contested Newton’s approach, arguing that colour is 

more than just a scientific measurement [7]. It is as much a physical property of light 

and human perception, as it is a subjective experience interpreted within a 

psychological frame. His view is still widely adopted by artists and producers of visual 

media. Colour symbolism, defined as subjective meanings of colours and the abstract 

concepts attached to them, varies between cultures, historic times and contexts. 

Therefore, the choice of colour for marketing purposes or for representing data in maps, 

interfaces and presentations might be critical for ensuring a good communication and 

retention of the contents, as well as improving analysis and usage by providing an 

intuitive frame of colour references [8]. In images and graphs, colour is used as a marker 

or emphasizer in three broad ways [9]:  

• to separate discrete categories, such as assigning distinct colours to 

neighbouring countries on political maps or differentiation the members of the 

European Union by the joining year; for class discrimination, the colours just 

need to assure a good contrast and are otherwise free choices to convey 

additional meanings. Because there is no direct correlation between the colours 

of the classes, which are presented as a list of disjoint elements, the colour 

legend has no dimensionality. 

• to represent sequential values of a feature in quantized levels, such as in simpler 

physical maps of the oceans where deeper shades of blue suggest larger 

bathymetric depths but using only a small number of shades overall (Fig. 1.b) 

or the percentage of populations (Fig. 1.c). Compared to the previous category, 

sequential colouring has a further constraint that the sequence of shades needs 

to be intuitively ordered (in both directions for 2D legends). Images containing 

this sort of legend on a geographic map fall under the common name of 

choropleth maps. Various applications have been developed in recent years to 

assist with building custom choropleth legends [10-14]. 

• to quantitatively represent the strength or intensity without any noticeable 

quantization, such as maps of temperature (as an example of 1D legend) or 

temperature-humidity (as an example of 2D legend). The constraint is that the 

colour gradient needs to be smooth, the colour legend becoming itself a colour 

map. 

Quantitative 1D colour legends (palettes) are relatively easy to create from the natural 

order of hues in the spectrum, by creating lighter/darker shades of a primary colour or 

by concatenating two such ranges of shades. When more than one variable needs to be 

conveyed intuitively, the legend becomes bidimensional. Generating smooth gradients 

in every direction with constraints on specific points is useful when mapping sets of 

two independent continuous variables is useful in many fields, not just for geographical 

data [15].  
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(a) (b) (c) 

  
(d) (e) 

Figure 1. Examples of representation of geographical data with legends from each category 

(a) European Union joining year (©Encyclopaedia Britanica) 

 (b) Western Mediterranean Sea bathymetry map [27] 

(c) Distribution of Black and Hispanic populations in continental US [28]  

(d) Annual average temperature ([29]) 

(e) Distribution of climate zones based on average temperature and relative humidity [20] 
 

As the intent is to visualize the combined output, each variable combination must have 

a distinct colour, while at the same time very specific combinations of the variables 

must have a predetermined colour. 

Fig. 1 shows examples of representation of geographical data with legends from each 

category. Please note that the focus is on the legend, marked by encirclement, not on 

the accuracy of data presented in the maps. 

Attempts to build bivariate colour legends have been successfully proposed in the past, 

but had shortcomings such as having explicit granularity [16][17], limited flexibility 

[18] or limited applicability [19]. These methods are still useful for applications with a 

very small number of legends required and with softer constraints on the colours.  

A custom bivariate colour map can be created even without a specialized application. 

Indeed, most historical legends have been created in this way, strictly in relation to the 

data represented, be they about geographical variables on maps [20], bioinformatics 

[21], medical diagnosis [22], engineering [23] or other fields.  

In this paper, a more general framework is presented. The proposed method of 

generating bivariate colour legends is flexible enough to allow the generation of the 

legends described in the mentioned bibliography with smart choices of parameters, but 

still simple enough to be worthy of consideration by specialists (in other fields) whose 

representations may benefit from such legends. 

The remainder of this paper is organized as follows: Section 2 presents the proposed 

method, emphasizing the possible parameter choices. Section 3 briefly discusses one-

dimensional colour palettes within the framework of the method. Section 4 exemplifies 

the generation of bivariate colour legends by describing an intuitive representation of 
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spine diagnosis. The concluding remarks on the flexibility of the method and 

perspectives are explored in Section 5. 

2. Proposed method 

The proposed method is comprised of four steps, as shown in Fig. 2: 

• selection of the colour space 

• selection of constraint points 

• interpolation 

• warping 

 
Figure 2. Diagram of the proposed method 

2.1. Selection of the colour space 

Generating colour legends with the explicit purpose of being used in graphic 

representations (meant to be visualised) restricts the colour space to finite three-

dimensional linear spaces [24] such as RGB, HSV, YCbCr, CIE La*b* etc., in which 

every colour can be represented by a three-valued vector. Fig. 3 shows the mentioned 

colour spaces side by side. The spaces can be considered continuous from the 

perception of the human eye, although in practice they are used in digital environments 

more as discrete spaces with a very fine quantization.  

 

    
RGB  

color space 

HSV  

color space 

YCbCr  

color space 

CIE La*b* 

 color space 

Figure 3. Colour spaces [26] 

 

The sum of two vectors from these spaces is either another colour, or outside the 

boundaries of the colours. In RGB, for instance, adding green to red generates yellow 

([1,0,0]𝑇 + [0,1,0]𝑇 = [1,1,0]𝑇), but adding magenta to red is outside the boundaries 

of the colour cube. Most of the examples in the next section will use RGB as the space 

of choice, out of which the bivariate legends will be extracted. 

2.2. Selection of constraint points 

The selection of constraint points is dependent on the contents presented and the desired 

colour symbolism. For physical features in maps, it is customary to have shades of 

green for planes, brown for mountains and blue for the seas. For temperature, red and 

orange are usually considered hot, while blue is considered cold. For the general 

assessment of situations, the semaphore conventions indicate red as dangerous or 
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imperative, yellow as worrisome or cautionary, green as fine or harmonious and blue 

as excellent or exceptionally well. For internal states, red is associated with passion or 

anger, yellow with either optimism or energy and so on.  

 

 
Figure 4. Representation of the legend in terms of  

geometrical coordinates and colour vectors  

Table 1. Correspondence between description, 

 geometrical coordinates and colour vectors  

Corner 

position 

Coordinates 

(x, y) 

Colour 

(r, g, b) 

Lower left 

(P1) 
(0,0) 

 

[

𝑟2,1

𝑔2,1

𝑏2,1

] 

 

Lower right 

(P2) 
(0,1) 

 

[

𝑟2,2

𝑔2,2

𝑏2,2

] 

 

Upper left 

(P3) 
(1,0) 

 

[

𝑟1,1

𝑔1,1

𝑏1,1

] 

 

Upper right 

(P4) 
(1,1) 

 

[

𝑟1,2

𝑔1,2

𝑏1,2

] 

 
 

 

The number of constraint points can also vary. For univariate legends, two or three 

constraints (the edges and maybe the middle colour) are usually enough. For bivariate 

legends, the simplest maps use only four corner points, but the number can also be 

increased for more specific colours at various positions. Without loss of generality, we 

can assume that 2D representation of the legend is a square with side 1 with geometric 

coordinates and colours indicated in Fig. 4 and Table 1, and an interior point at 

coordinates (𝑥, 𝑦) will be coloured [𝑟, 𝑔, 𝑏]𝑇. 

2.3. Interpolation 

Probably the most intuitive computation of inner point for all legends is linear/bilinear 

interpolation, which will be used in most examples from the next sections. Under 

bilinear interpolation, four coplanar corner constraints lead to legends contained into 

slices of the colour space, while four non-coplanar corner constraints lead to shapes 

similar to a twisted sheet.  

2.3.1. Four (corner) constraints  

The computations for determining the colour at each position are defined by equations 

(1-3). An interior point of the legend, of geometric coordinates (x, y), will have the 

colour [r, g, b]T as computed. 

𝑟 = [1 − 𝑥 𝑥] [
𝑟1,1 𝑟1,2

𝑟2,1 𝑟2,2
] [

1 − 𝑦
𝑦

] 
 

(1) 

𝑔 = [1 − 𝑥 𝑥] [
𝑔1,1 𝑔1,2

𝑔2,1 𝑔2,2
] [

1 − 𝑦
𝑦

] 
 

(2) 

𝑏 = [1 − 𝑥 𝑥] [
𝑏1,1 𝑏1,2

𝑏2,1 𝑏2,2
] [

1 − 𝑦
𝑦

] 

 

(3) 
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Fig. 5 and Fig. 6 show examples of legends generated from coplanar corners and non-

coplanar corners, respectively. The RGB space is used for convenience, but the 

equations would work for other three-dimensional spaces as well.  

The condition of having distinct colour for each point in the legend is achieved when 

opposing sides do not intersect in the 3D representation. 

 

 
                                               (a)                               (b) 

Figure 5. Bivariate legend generated from coplanar corner constraints:  

(a) view inside the RGB cube, (b) view as legend 

 

 
                                                (a)                                (b) 

Figure 6. Bivariate legend generated from non-coplanar corner constraints:  

(a) view inside the RGB cube, (b) view as legend  

2.3.2. Multiple constraints  

Multiple constraints can generate piecewise-interpolated legends by using subsets of 

four constraints (patches), as shown in Fig. 7. If the patches of the legend are not 

supposed to be rectangular, the next step (warping) would provide a way of distorting 

the legend as needed. 

 
(a) (b) (c) 

Figure 7. Bivariate legend generated from sets of non-coplanar corner constraints (patches):  

(a) view inside the RGB cube, (b) top view of the RGB cube, (c) view as legend 

There are also other types of interpolation, such as polynomial or spline, which may 

also create interesting legends under the condition that the map does not intersect or 

fold onto itself, so that each colour in the legend is unique. 
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2.4. Warping 

The final step considers the legends as images. Warping in this case refers to the any 

image processing technique that maps the image onto itself bijectively, preserving point 

connections but not necessarily Euclidean distances [25]. Any distortions, including 

stretching, triangle meshing and grid warping, are allowed as long as folding does not 

occur. If the legend is considered satisfactory after the initial interpolation step, or if 

the significance of the intermediate values mapped by the legend can be adjusted 

naturally outside the legend, then warping can even be skipped. 

Interpolation and warping could theoretically be combined into a single step, but it is 

more intuitive to separate the selection of colours (that make up the legend and can be 

visualized inside the 3D colour space) from the processing of the legend (with the 

purpose of emphasizing regions of colour). 

3. Univariate colour legends 

Quantitative 1D colour palettes are relatively easy to create from the natural order of 

hues in the spectrum or by creating lighter/darker shades of a primary colour. Table 2 

shows several examples of 1D colour legends. 
 

Table 2. Examples of sets of parameters and the corresponding univariate legends 

Rainbow palette: 

Colour space: HSV 

Endpoints: 

[0, 1, 0.5]𝑇 , [300, 1, 0.5]𝑇 

Interpolation: linear 

Warping: none 

 
By changing the Hue between 0 and 300 degrees the range of 

colours spans the entire rainbow 

Grayscale palette: 

Colour space: RGB 

Endpoints: 

[0, 0, 0]𝑇 , [1, 1, 1]𝑇 

Interpolation: linear 

Warping: none 

 

Blue shades palette: 

Colour space: RGB 

Endpoints: 

[0, 0, 1]𝑇 , [1, 1, 1]𝑇 

Interpolation: linear 

Warping: none 

 

Red to white to blue palette: 

Colour space: RGB 

Endpoints patch 1: 

[0.5, 0, 0]𝑇 , [1, 1, 1]𝑇 

Endpoints patch 2: 

[1, 1, 1]𝑇 , [0, 0, 1]𝑇 

Interpolation: linear 

Warping: stretching (blue) 
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4. Case study: Intuitive bivariate colour legend in spinal 

disorders 

As an example, we have situation in the medical field where two spine afflictions can 

indicate (relatively) independent problems [22]. The intensities of the two types of 

afflictions along the spine, scoliosis and kyphosis, are represented with colour gradients 

green-yellow (for scoliosis in the frontal view) and green-magenta (for kyphosis in the 

sagittal view), but their colours can be combined with the help of the bivariate legend 

shown in Table 3. On top of the colours, the legend also presents possible interpretations 

of the colours, depending on the images where they are used. As shown in Fig. 8.b, the 

colours can be used to indicate the severity of the affliction. Fig. 8.c uses the colours to 

indicate normal or extreme curvature on regions of the spine, either in the frontal plane 

Fig. 8.c (left) or the sagittal plane Fig. 8.c (right), then mixing them according to the 

legend for the combined stress on the spine in Fig. 8.c (middle). 

The map considers the semaphore conventions, having a shade of green (no affliction) 

as the good corner and yellow, magenta, and red as the remaining corners, indicating 

extreme afflictions.  

The four corners in this case are co-planar and not too dark.  

Table 3. Examples of a set of parameters and the corresponding  

bivariate legend with medical diagnosis interpretations 

Colour space: RGB 

 

Top Corners: 

Top left: [0.5, 0.8, 0.5]𝑇 

Top right: [1, 0.8, 0]T 

 

Bottom corners: 

Bottom left:  [0.5, 0, 0.5]T 

Bottom right: [1, 0, 0]T 

 

Interpolation: linear 

 

Warping: none 
 

 

Generating the map with linear interpolation creates colour gradients that are 

compatible with the meaning of the position:  

• a lack of afflictions is marked with shades of green 

• medium individual afflictions are neutral colours grey and khaki  

• combined medium afflictions are murky browns 

• severe individual afflictions are yellow and magenta 

• extreme combined afflictions are increasingly more orange and crimson until 

the bright red indicating extreme two-variate afflictions 

In terms of computational description, this legend is especially intuitive because the 

horizontal affliction changes only the red and blue layers, whereas the vertical affliction 

changes the green layer. 
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a) 

 
(b) 

 
(c) 

Figure 8. (a) 3D representation of the spine (pseudo-coloured), 

 (b) Scoliosis and Kyphosis diagnostic with separate colour codes 

(c) frontal and sagittal view with separate colour codes, combined strain with combined colour code 

(using the legend from Table 3) 

5. Conclusions 

The presented method for generating bivariate legends is both reliable and flexible. As 

shown in previous section, smart choices of parameters enable the generation of other 

maps discussed in the introduction, as well as providing an option to further adapt the 

legends to more specific needs through warping. 

The method can be further generalized by considering other colour spaces (although 

RGB and HSV are still the most common for visualization purposes), other 

interpolation techniques or new parametric / non-parametric warping distortions. 

Although more difficult to visualize, tri-variate legends can be constructed as subspaces 

of the three-valued colour spaces (the most intuitive being the RGB cube itself), by 

defining the eight corners of the map. However, such legends can be difficult to 

represent in 2D and it might be simpler to explain the axes of the legend in words. 

Multivariate legends are mathematically extractable from multi-valued (pseudo-)colour 

spaces, but in order to have the information intelligible to users it may be useful in many 

cases to extract meaning though data processing techniques (such as Principal 

Component Analysis) and then revert to bivariate legends, if possible. 
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Abstract 

In this paper, we propose a formalism for knowledge manipulation, based on conceptual 

graphs, which is supported by category theory, and which can be the basis for the development 

of knowledge-based systems. The model we propose is an extension of the model based on 

conceptual graphs. In this model, the application of an inference rule between logical formulas 

represented by two conceptual graphs is reduced to the identification of an arrow in a category. 

To this end, we introduce several new notions such as: the category of conceptual graphs, the 

category of classes of conceptual graphs, the conceptual category of a model and the 

conceptual category of inference of a model. 

Keywords: conceptual graphs, coreference relation, category theory, subsumption 

functor, category of conceptual graphs, conceptual category 

  

1 Introduction 

In order to model logical inference through algorithmizable and accessible mechanisms, 

in the 1970s, a series of graphical languages [6] were developed to specify first-order 

logic. In this context, in 1976 Sowa [11] introduced a version of a graphical language 

for specifying knowledge, questions, and statements in natural language in terms 

representable in a relational database, called conceptual graphs. 

The graphical atoms of the language are the rectangles that represent concepts, the 

circles that represent conceptual relations, and the edges that represent the connecting 

elements between concepts and relations. 

A conceptual graph is a bipartite graph such that the concepts neighbouring a 

conceptual relation node are always nodes that represent concepts. The conceptual 

relations in a conceptual graph represent atomic formulas in first-order logic, and the 

neighbouring concepts represent the arguments of these atomic formulas. To specify 

the order of these arguments, the edges connecting a conceptual relation and its 

neighbouring concepts are marked with natural numbers; 1, . . . , n , where n is the 

number of neighbouring concepts. 

In this paper, we propose a formalism for knowledge manipulation, based on category 

theory, which can be the basis for the development of knowledge-based systems [9, 13]. 

The model we propose is an extension of the model based on conceptual graphs [11]. 
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In this model, the application of an inference rule between logical formulas represented 

by two conceptual graphs reduces to identifying an arrow in a category. 

The main novelty of this paper is the formalization of conceptual graphs and reasoning 

based on conceptual graphs using category theory as support. For this purpose, we 

introduce notions such as: category of conceptual graphs, category of classes of 

conceptual graphs, conceptual category of the model and conceptual category of model 

inference. 

Section 2 of the paper contains Background Notions, section 3 introduces the category 

of conceptual graphs and the category of classes of conceptual graphs, section 4 

introduces the conceptual category of the model and the conceptual category of model 

inference. The paper ends with conclusions and observations. 

2 Background Notions 

Conceptual graphs are specified by a graphical language and represent different types of 
knowledge such as: facts, objectives, rules and queries [1]. Facts are statements about 
the existence of entities, about the properties of an entity or about the relationships 
between them. Objectives represent the goal pursued by an evolving system. Rules can 
describe knowledge and constraints, implicit in the model, as well as the evolution of 
processes. 

A conceptual graph is a bipartite multigraph, whose nodes represent concepts and 
conceptual relationships. The edges of the multigraph represent the connection between 
the two types of nodes. 

Each conceptual node is represented by a pair of labels, one specifying the type of 
concept and one specifying an individual of the type specified by the first label. If the 
individual label is missing, they will be represented by a variable. Conceptual 
relationship nodes are marked with labels that represent types of relationships. The 
edges, in turn, are labelled with natural numbers in the order in which the neighbouring 
concepts will become the parameters of these conceptual relationships. 

These labels with which a conceptual graph is endowed form a vocabulary, which is 
denoted by T=(TC, TR, E) where: 

TC is a set of concept types, 

TR is a set of relationship types, 

E is the set of individual labels. 

The connection between a conceptual graph and the associated vocabulary is made by 
an application that distributes the vocabulary to the components of the graph. 

Therefore, a conceptual graph G, is a tuple (T, G, ), where T is a vocabulary, 

G=(C,R,), is a bipartite multigraph, and =(C,R,) is the application that distributes 

the vocabulary to the components of the graph, thus: C:C→TC (E{*}), R:R→TR, 

and :→N. 

The basic support for inference based on conceptual graphs consists of two relations 
defined on both the set of concepts and the set of relations [1]. The first relation is the 
coreference relation which is a total equivalence relation and which we denote by 𝛒. The 
second relation is the generalization relation which is a partial order relation and which 
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we denote by ≥. Based on the generalization relation we introduce the subsummation 
functors that define logical deduction. 

In this paper we will use category theory to formalize knowledge representation and 
reasoning based on conceptual graphs [12]. A category is a mathematical structure 
composed of a set of objects and a set of arrows between these objects, to which is added 
an operation of composing the arrows. The composition operation is associative and with 
neutral elements. 

3 The Category of Conceptual Graphs 

A subsummation homomorphism  is a mapping from a conceptual graph G to a 
conceptual graph H, which: 

- maps each concept in G to a concept in H and each relation in G to a relation in 
H, 

- preserves the conceptual graph structure, that is, maps each edge (A, B), which 

connects a pair of nodes A and B in G, to an edge ((A), (B)), which connects 

nodes (A) and (B) in H, 

-  is a monotonically decreasing mapping, that is, ∀e∈CG∪RG, G(e) ≥ H((e)). 

We can define the composition of two subsummation homomorphisms as follows: 

Let G, H and K be three conceptual graphs, and :G →H and :H→K, then the 

subsummation homomorphism resulting from the composition of  with  is =(), 

:G→H. It is obvious that  is a subsumption homomorphism. 

If G, H, K, S are conceptual graphs and  :G →H, : H → K, :K→S, then obviously 

(∘)∘=∘(∘):G→S, and therefore the operation of composing subsumption 
homomorphisms is associative. 

For every conceptual graph G , there exists the identity subsumption homomorphism: 

:G→G, which takes each component of G into the same component. 

Therefore, the set of conceptual graphs together with the set of subsumption 
homomorphisms, among them, form a category, in which the objects are conceptual 
graphs and the arrows are the subsumption morphisms. We call this construction, the 
category of conceptual graphs. 

The ultimate goal of conceptual graphs is to allow the specification in natural language 
of different types of knowledge such as: facts, objectives, rules and queries. But natural 
language is flexible, and allows the use of multiple concepts for the same real entity, at 
least in terms of the vocabulary used. 

To solve this problem, we will introduce an equivalence relation on the set of concepts 
that we call the coreference relation. In [8], the coreference relation is defined on the set 
of conceptual nodes. We introduce this relation on the set of concepts that could contain 
both multiple concepts representing the same real entity and multiple names for the same 
concept. 

The same thing happens with the set of conceptual relations, ultimately the components, 
called conceptual relations, of the conceptual graphs are also concepts. Natural language 
also allows a multimer of syntactic formulas for expressing them. It follows that the 
coreference relation will have to refer to these as well. 
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Therefore, the coreference relation that we use here has two components, one that refers 
to the coreference of concepts and one that refers to the coreference of conceptual 
relations. 

We denote the coreference relation with =(C,R), where: C, groups all syntactic forms 
that represent an entity in a set of concepts that we call the class of coreferent concepts, 

and R, groups all syntactic forms that represent a conceptual relation in a set of 
conceptual relations that we call the class of coreferent conceptual relations. 

If C is a set of concepts, and R is a set of conceptual relations, we define the coreference 

relation =(C,R) as follows: CCC, (c1,c2)C , if and only if c1 and c2 refer to the 

same real entity; RRR, (r1,r2)R , if and only if r1 and r2 refer to the same real 
conceptual relation. 

Next, we will define the notion of a class of conceptual graphs, in which each conceptual 
node will represent a class of coreferent concepts and each node, conceptual relation, 
will represent a class of coreferent conceptual relations. 

If we have a conceptual graph G, then the class of conceptual graphs associated with G, 

which we denote by G*, is the image of the functor :G→Rel, where Rel is the category 
of sets and relations, with the properties: 

- For each conceptual node AGC, (A) is the set of all coreferent concepts with 
A. 

- For each node, thenconceptual relation RGR, (R) is the set of all coreferent 
conceptual relations with R. 

- For each edge, (R,A) RGR, AGC, ((R,A)) is the set of all total relations, 

𝛒⊆RA. 

We observe that the conceptual graph G, plays the role of a categorical sketch graph for 
a class of conceptual graphs, and therefore can serve us to impose various conditions on 
the structure of the graph [3, 4], but we will not address this issue in the present paper. 

If G*, is a class of conceptual graphs then we will define the operation: 
G=Slice(G*)=G*/𝛒, thus: GC=𝐺𝐶

∗/ρ𝐶 , GR=𝐺𝑅
∗ /ρ𝑅, and the edges between relations and 

concepts will be those that exist between the concepts and conceptual relations selected 
as representatives in the Slice(G*) operation. We observe that the graph G=Slice(G*) is 
a conceptual graph. 

To define subsummation homomorphisms between two classes of conceptual graphs, 
we will overload the ≥ relation, for coreferent concept classes and coreferent conceptual 
relation classes, as follows: 

- If A and B are two coreferent conceptual classes then A≥B, if and only if  aA 

and  bB, a≥b, 

- If R and P are two coreferent conceptual relation classes then R≥P, if and only if 

 rR si  pP, r≥p. 

We can now define a subsummation homomorphism *, between two classes of 
conceptual graphs, as a map from a class of conceptual graphs G*, to a class of 
conceptual graphs H*, which: 

- maps each conceptual class in G*, to a conceptual class in H*, and each relation 
in G* to a relation in H*, 
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- preserves the class structure of conceptual graphs, that is, maps each edge 

(A*,B*), connecting a pair of nodes A* and B* in G, to an edge ((A*), (B*)), 

connecting nodes (A*) and (B*)  in H*, 

-  is a monotonically increasing map, that is, ∀e ∈ 𝐶𝐺∗
∗  ∪  𝑅𝐺∗

∗ , 
𝐺∗

(e)≥ 
𝐻∗((e)). 

We can define the composition of two subsummation homomorphisms as follows: 

Let G, H, and K be three classes of conceptual graphs, and :G→H and :H→K, then 

the subsummation homomorphism resulting from the composition of  with  is 

=(), :G→H. It is obvious that  is a subsummation homomorphism. 

If G, H, K, S are classes of conceptual graphs and  :G →H, : H → K, :K→S, then 

obviously (∘)∘=∘(∘):G→S, and therefore the operation of composing 
subsummation homomorphisms is associative. 

For every conceptual graph G, there exists the identity subsummation homomorphism: 

:G→G, which takes each component of G to the same component, through the identity 
function. 

Therefore, the set of classes of conceptual graphs together with the set of subsummation 
homomorphisms between them form a category, in which objects are classes of 
conceptual graphs and arrows are subsummation morphisms between them. We call this 
construction the category of classes of conceptual graphs and denote it by CCGC. 

If 𝓒*, is the category of classes of conceptual graphs then we will define the operation: 
𝓒=Slice(𝓒*)= 𝓒*/𝛒, thus: ob(𝓒)= ob(𝓒)/ρC , arrow(𝓒)=arrow(𝓒*)/ρR. It can be easily 
demonstrated that Slice(𝓒*) is a category. We note that this category is not isomorphic 
to the category of conceptual graphs because the latter also contains conceptual graphs 
with coreferent nodes. We will call the category Slice(𝓒*), the inference category of 
conceptual graphs and denote it by CIGC. 

4 Categorical Knowledge Modelling 

The process of modelling knowledge in a domain begins with the conceptualization of 
the domain in question [2]. In knowledge modelling, concepts can represent real entities 
or can be generic in which case they represent classes of entities. Conceptualizing a 
domain of knowledge involves identifying the real entities involved in this domain and 
the relationships between these entities and replacing them with concepts that represent 
them. 

Therefore, the conceptual metamodel of a domain of knowledge is a set of concepts that 
allow the specification of knowledge of interest in the domain in question [5]. 

The entities and the relationships between them, involved in the domain, must be 
replaced with concepts. Concepts must be introduced through clear and precise 
definitions. Defining a concept involves the precise delimitation of a family of real 
objects, which it is to represent, from a larger, already known family, by adding new 
properties, common to all objects of the new concept and only it. The generic name given 
to the new family of objects is the name of the defined concept. Therefore, each newly 
defined concept retains all the properties of the concepts on the basis of which it was 
defined, to which the new properties are added. 

As we mentioned, to define a new concept, we must rely on another already defined one. 
But initially, when we do not have any defined concept, we must start from primary 
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concepts, which we do not define, or from concepts defined in other models. This way 
of defining concepts provides us with a natural hierarchy of these concepts. Therefore, 
we can introduce the relation ≥ , on the set of concepts, which we call the generalization 
relation. Obviously, this relation is a partial order relation. 

If C, is a set of contexts and ≥, is a generalization relation then it respects the properties 
of: 

- reflexivity :  cC, c ≥ c; 

- transitivity :  c,d,eC, c ≥ d and d ≥ e c ≥ e; 

- antisymmetry : if e ≥ f and f ≥ e  e = f. 

It follows that the relation ≥ is a partial order relation. This relation is the basic support 
for logical inference in conceptual graphs. It is obvious that if c, d are concepts and c≥d, 
then any logical formula satisfied, on the properties of c, is also satisfied for the 
properties of d. But conceptual relations are also concepts and therefore the 
generalization relation ≥ can be overloaded for conceptual relations. 

The concepts involved in knowledge modelling, most of the time, represent classes of 
entities and therefore are generic. Generic concepts can have potential properties and 
can undergo potential transformations depending on certain contexts, which can also be 
potential. 

4.1 Conceptual Category of Model Inference 

Suppose that, for a specific domain, we have identified all the concepts involved in the 
representation of knowledge and all the conceptual relations between them, including 
the lexical varieties that represent them. We denote the set of these concepts by C and 
the set of conceptual relations by R. On the set C, we introduce the coreference relation 
𝛒. The coreference relation 𝛒 is an equivalence relation and therefore partitions the set 
C into a set Č of classes of concepts, Č=C/𝛒, and the set R into a set of classes of 
conceptual relations, Ř=R/𝛒. 

We saw in Section 3 that the set of classes of conceptual graphs together with the set of 
subsummation homomorphisms between them form a category, which we called the 
category of classes of conceptual graphs and denoted it by CCGC. 

We consider the set of all classes of conceptual graphs, which have as conceptual nodes, 
elements from Č, and as relational nodes, elements from Ř, and we denote this set of 
classes of conceptual graphs by CCG(Č,Ř). 

We will now construct a subcategory of the category CCGC. For this we will observe 
that if we have a category 𝓒, and a set of objects O, we can define a subcategory 𝓓, of 

𝓒, which has ob(𝓓)=O, 𝓓(X,Y)=𝓒(X,Y), where X,YO , with the identity and 
composition in 𝓒. 

Based on this observation, we will now construct a subcategory of the category CCGC, 
which we call the conceptual category of the model (CCM), in the following way: 

The set of objects of the category CCM is: ob(CCM)=ob(CCGC)CCG(Č,Ř) 

The set of arrows of the category CCM is: arrow(CCM)={CCGC(X,Y)|X,Y 
CCG(Č,Ř). 
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It is easy to prove that the CCM construction is a category. The objects of this category 
are classes of conceptual graphs, which model the specific domain, and the arrows of 
the category are subsummation homomorphisms that model the logical inference 
between these classes of conceptual graphs. 

Starting from the CCM category we can construct the conceptual category of inference 
of the model, which we denote with CCIM= Slice(CCM)=CCM/𝛒. The CCIM category 
has the components: ob(CCIM)=ob(CCM)/𝛒, arrow(CCIM)=arrow(CCM)/𝛒. 
Obviously the CCIM category is a subcategory of the category of inference of conceptual 
graphs (CIGC). 

4.2 Logical Inference in the Conceptual Category of Model Inference 

The terms, in first-order logic, for a domain are constants, variables and functions that 
model certain phenomena specific to the domain [10]. An atomic formula, in the domain, 
is a predicate that has as parameters terms specific to the domain. Formulas are built on 
the basis of atomic formulas by introducing logical operators. 

The diagrammatic language, used to specify conceptual graphs, can be naturally 
associated with the language of first-order logic, as follows: 

- Individual labels of conceptual nodes become constants. 

- Unspecified individual labels of conceptual nodes become variables. 

- Conceptual node type labels become unary predicates, which have as parameters 
the individual label associated with the conceptual node. 

- Conceptual relation node labels become n-ary predicates that have as parameters 
the type labels of neighbouring conceptual nodes. 

In the following, we will use the same names for logical constants and predicates as 
those in the vocabulary of the conceptual graph, that is, the logical constant c will 
represent the individual label c and the logical predicate p will represent the type of 
concept or conceptual relation p. The individual labels that are not specified, we will 
denote with x1,x2,…,xn, and will represent the variables of the logical formula associated 
with a conceptual graph. 

In this way, to each conceptual graph G, we can attach: 

- A logical formula corresponding to the conceptual nodes: 

Φ(GE)= x1,…xn ⋀ 𝑝(𝑒)𝑝∈𝐸 , where e is the individual label of the concept type p or the 

corresponding variable xi, if the individual type is not specified. 

- A logical formula corresponding to the nodes of conceptual relations: 

Φ(GR)= x1,…xn ⋀ 𝑟(𝑡1.…,𝑡𝑘)𝑟∈𝑅  where t1,..,tk{x1,…,xn} 

- The logical formula [8], which represents the semantics of the conceptual graph 
G is: 

Φ(G)= Φ(GE) Φ(GR). 

Thus, the semantics of conceptual graphs is given by logical formulas of order 1 [8]. We 

note that these formulas use only the universal logical quantifier , and the logical 
connector ∧, and, therefore, represent a subset of logical formulas of order 1. We denote 
by FOL(∧, ∃). We also denote by FOL(∧, ∃, CCIM), the set of logical formulas that 
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represent the semantics of all conceptual graphs that are objects in the conceptual 
category of model inference (CCIM). 

It is shown that for any logical formula in FOL(∧, ∃), a conceptual graph can be 
constructed that has this formula as its semantics [8]. Therefore, for any formula in 
FOL(∧, ∃), the corresponding conceptual graph can be constructed and conversely for 
any conceptual graph G, the formula in FOL(∧, ∃), which represents the semantics of G, 
can be constructed. 

In our categorical model, subsummation homomorphisms are the fundamental 
ingredient for inference based on conceptual graphs. Inference in the CCIM category is 
based on the following proposition: 

If G and H are objects in the CCIM category, then Φ(G)├ Φ(H), if and only if 

CCIM(G,H)arrow(CCIM), that is, if and only if there is a subsummation 
homomorphism from the conceptual graph G to the conceptual graph H. 

If we want to verify an implication of the type ├ , where ,   FOL(∧, ∃, CCIM), 

we will construct the conceptual graphs CG() and CG(), and we will verify whether 

CCIM(CG(),CG())arrow(CCIM). 

5 Observations and conclusions 

We note that the CCIM category is a finite category, and therefore it can be constructed 

algorithmically. The objects of the CCIM category are classes of concepts 

ob(CCIM)=ČŘ. It follows that the model can be permanently enriched with new 

concepts or new syntactic forms, without modifying this category if they can be 

included in the existing classes. 

Adding concepts that are not coreferential with any existing class requires transforming 

the category, cases that are not rare enough if the model is well designed. In this case, 

graph transformation mechanisms must be used [7]. 

In our categorical model, subsummation homomorphisms are the fundamental 

ingredient for inference based on conceptual graphs. Finding a homomorphism between 

two graphs is, in general, an NP problem if the graph of the domain of definition is not 

acyclic. Therefore, this problem, which was not addressed in this paper, must be treated 

seriously. These are just a few problems related to this model, which we will treat in 

future works. 

References 

[1] Jamie Caine, Simon Polovina, ”From Enterprise Concepts to Formal Concepts: 

A University Case Study, in Graph Structures for Knowledge Representation 

and Reasoning”, 5th International Workshop, GKR 2017 Melbourne, VIC, 

Australia, August 21, 2017, Revised Selected Papers, Lecture Notes in Artificial 

Intelligence. 

[2] Daniel-Cristian Craciunean, Daniel Volovici, “Conceptualization of Modeling 

Method in the Context of Categorical Mechanism”, in Dimitris Karagiannis and 

others, Domain Specific Conceptual Modeling, Springer Nature Switzerland 

AG (2022). 

52



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  

December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

[3] Daniel-Cristian Craciunean, “Categorical Mechanisms in Multi-level Modeling 

Methods”, Publishing House of the "Lucian Blaga" University of Sibiu, (2023). 

[4] Daniel-Cristian Crăciunean, D. Karagiannis, “A categorical model of process 

cosimulation”, Journal of Advanced Computer Science and Applications 

(IJACSA), 10, (2019) 

[5] D. Karagiannis, H.C. Mayr, J. Mylopoulos, “Domain-Specific Conceptual 

Modeling Concepts, Methods and Tools”, Springer International Publishing 

Switzerland (2016) 

[6] Dominik Bork , Dimitris Karagiannis, Benedikt Pittl, “A survey of modeling 

language specification techniques”, Information Systems 87 (2020) 101425, 

journal homepage: www.elsevier.com/locate/is 

[7] Hartmut Ehrig, Claudia Ermel, Ulrike Golas, Frank Hermann, “Graph and 

Model Transformation General Framework and Applications”, Springer-Verlag 

Berlin Heidelberg (2015) 

[8] Michel Chein , Marie-Laure Mugnier, “Graph-based Knowledge 

Representation, Computational Foundations of Conceptual Graphs”, Springer-

Verlag London  (2009). 

[9] Michael Barr, Charles Wells, “Category Theory For Computing Science”, 

Reprints in Theory and Applications of Categories, No. 22, (2012). 

[10] M. Huth, M. Ryan, “Logic in Computer Science, Modelling and Reasoning 

about Systems”, Published in the United States of America by Cambridge 

University Press, New York, (2004). 

[11] Sowa, John F., “Conceptual graphs for a database interface”, IBM Journal of 

Research and Development 20:4, 336-357, (1976). 

[12] Zinovy Diskin, Uwe Wolter, “A Diagrammatic Logic for Object-Oriented 

Visual Modeling”, Electronic Notes in Theoretical Computer Science, Volume 

203, Issue 6, 21 November (2008). 

[13] Uwe Wolter, Zinovy Diskin, “The Next Hundred Diagrammatic Specification 

Techniques, A Gentle Introduction to Generalized Sketches”, 02 September 

(2015), https://www.researchgate.net/publication /253963677. 

53

https://www.sciencedirect.com/journal/electronic-notes-in-theoretical-computer-science
https://www.sciencedirect.com/journal/electronic-notes-in-theoretical-computer-science/vol/203/issue/6
https://www.sciencedirect.com/journal/electronic-notes-in-theoretical-computer-science/vol/203/issue/6
https://www.researchgate.net/publication%20/253963677


 



DOI: 10.2478/ijasitels-2024-0017 

 

Explore the intersection of Self-

Determination Theory and 

cybersecurity education - A literature 

review 

Iulia Feraru1, Laura Bacali2 

1 IOSUD,, Technical University of Cluj-Napoca, Memorandumului 28, 400114, ClujNapoca, Romania 
2 Technical University of Cluj-Napoca, Memorandumului 28, 400114, ClujNapoca, Romania 

  

Abstract 

This paper explores how organizations can create a sustainable, security-first culture in an 

increasingly complex environment where organizational and national cultures are strong 

influencing factors in human behaviour. In cybersecurity education, as in any effort of 

education, there must be a principled commitment to long-term behaviour modification 

through intrinsic motivation, foundational to employees acting consistently in secure ways. 

The review of the literature falls squarely within Self-Determination Theory, underlining the 

pertinence of autonomy, competence, and relatedness as distinctive factors in cybersecurity 

education, highlighting that these constructs are necessary at all levels for perpetual security 

and compliance. 

The results indicated that an effective security-first culture could only emerge when 

cybersecurity formed part of the core values and practices within organizations. It also 

explained that leadership styles, such as transformational and servant leadership, play an 

important role in the development of intrinsic motivation by fostering trust, empowerment, 

and a sense of shared responsibility. It also highlights how national cultural dimensions, such 

as individualism and power distance, may change how differently oriented employees respond 

to cybersecurity policies and practices. Approaches to cybersecurity education should be 

tailored to both organizational and national cultural factors to develop cybersecurity education 

strategies that could go beyond mere compliance and build a proactive security mindset. 

This is important because it underlines how the SDT acts as a framework for understanding 

how companies could help foster a security-first culture that, at the same time, will create 

sustainable, resilient, and intrinsically driven cybersecurity behaviours among employees. 

Keywords: Behavioural change, information security, organizational culture, national culture, 

Self-Determination Theory 

  

1 Introduction 

Information security has become a critical concern for organizations across the globe, 

as the protection of sensitive information is fundamental to maintaining trust, ensuring 

regulatory compliance, and safeguarding against reputational and financial losses. 

Despite the continuous advancement of technical security measures, such as next-

generation antivirus solutions and sophisticated threat detection systems, the human 

element remains the most significant vulnerability in information security. In the era of 
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Industry 4.0 ([8] Bhaharin et al., 2019), human error remains a significant threat to 

information security, often resulting from negligence, ignorance, and failure to adhere 

to organizational information security policies. To increase compliance with 

information security policies (ISPs) and reduce security incidents related to human 

behaviour, it is essential to systematically analyse and address the underlying issues 

influencing employees' attitudes towards policy adherence ([8] Bhaharin et al., 2019). 

Motivation is a critical component in shaping secure behaviour and ensuring 

compliance with security policies. According to Self-Determination Theory (SDT) 

([75] Deci & Ryan, 2000), intrinsic motivation—driven by a sense of autonomy, 

competence, and relatedness—can significantly enhance employees' commitment to 

security practices ([75] Deci & Ryan, 2000). However, motivation is not solely an 

individual attribute but is also influenced by the broader cultural context within which 

individuals operate. Both organizational culture and national culture play very 

important roles in shaping employees' attitudes, behaviours, and motivations toward 

information security. 

The interaction between organizational culture and national culture is a complex area 

of study, as cultural factors can either support or hinder the adoption of secure 

behaviours. Organizational culture encompasses shared values, norms, and practices 

that influence how employees perceive and respond to security policies ([10] Schein et 

al, 2017). Leadership, communication, and trust within an organization are key aspects 

that can either foster a security-conscious culture or contribute to complacency and non-

compliance ([10] Schein et al, 2017). On the other hand, national culture, as defined by 

Hofstede’s dimensions, affects individuals' perceptions of authority, risk, and 

responsibility, which in turn influences their willingness to engage in security practices 

([9] Hofstede et al, 2005). 

The research question (RQ) formulated to explore these dynamics was: 

● RQ: How can organizations foster a security-first culture that enhances 

employees' intrinsic motivation and sense of shared responsibility? 

This article is aiming to investigate how intrinsic motivation, driven by the principles 

of Self-Determination Theory (SDT) ([75] Deci & Ryan, 2000), can support lasting 

behaviour change in cybersecurity. Motivation itself is a complex construct, 

encompassing both extrinsic and intrinsic forms. The BJ Fogg Behaviour Model ([5] 

Fogg, 2009) highlights that behaviour arises from the convergence of motivation, 

ability, and triggers, suggesting that motivation is essential for sustainable security 

compliance. While extrinsic motivators, such as penalties or rewards, can prompt 

compliance, they often lack the staying power required for deep-rooted behavioural 

change. 

This article aims to shed light on how SDT constructs can be worked with to drive 

intrinsic motivation and achieve sustainable behaviour change, thus positioning 

cybersecurity as a core component of organizational culture rather than an obligatory 

task. By creating and maintaining an environment where individuals feel autonomous, 

competent, and connected, organizations can build a foundation for continuous 

cybersecurity education and proactive security engagement. 
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2 Background 

2.1 Information security 

Information security is a concept that becomes ever more enmeshed in many aspects of 

our society, largely as a result of our nearly ubiquitous adoption of computing 

technology. In our everyday lives, many of us work with computers for our employers, 

play on computers at home, go to school online, buy goods from merchants on the 

Internet, take our laptops to the coffee shop and check our e-mail, carry our smartphones 

on our hips and use them to check our bank balances, track our exercise with sensors in 

our shoes, and so on, ad infinitum. ([1] Andress, J.,2014) 

There are various definitions of Information Security and they all relate to the 

preservation of confidentiality, integrity and availability of information over the 

Internet and other properties, such as authenticity, accountability, non-repudiation and 

reliability that can also be involved. ([2] ISO/IEC 27000:2018) 

Information is a critical business asset nowadays and managing its security ensures 

business continuity, competitiveness, profitability, prestige, elimination of threats and 

losses resulting from realized risks. ([3] Bolek et. al, 2023) 

2.2 Human-centric security 

Although technical security controls, such as next-generation antivirus software and 

improved spam filters, continue to advance, the human factor remains the leading cause 

of security incidents, contributing to 68% of data breaches. ([4] Verizon, 2024) 

Human error, negligence, and risky behaviour contribute significantly to security 

incidents, often cancelling even the most sophisticated technical defences. Recognizing 

this, there is an increasing need to focus on understanding the role of individuals in 

maintaining information security. Employees, when properly educated and motivated, 

can become the organization’s strongest line of defence. By fostering a culture of 

awareness and proactive response to potential threats, organizations can significantly 

reduce the likelihood of data breaches and security violations. This highlights the 

importance of examining behaviour in the context of information security, as it is 

through shaping secure behaviours that organizations can transform their employees 

from potential risks into active participants in safeguarding sensitive information. 

2.2.1 Human behaviour in information security 

Understanding human behaviour is crucial in the field of information security, as 

employees' actions can either enhance or undermine an organization’s security posture. 

Factors such as awareness, motivation, and the ability to recognize and respond to 

security threats play a critical role in shaping secure behaviour. To explore how 

behaviour can be influenced and improved, theoretical models of behaviour change 

provide valuable insights. One such model is the Fogg Behaviour Model ([5] Fogg, 

2009), developed by Dr. BJ Fogg, which offers a framework for understanding how 

behaviours are formed. At its core, the model suggests that three key elements must 

converge simultaneously for a behaviour to occur: motivation, ability, and prompts. 

Specifically, if a behaviour is sufficiently motivated, easy to perform, and triggered 
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appropriately, it is more likely to occur. Conversely, if any of these elements are lacking 

or misaligned, behaviour change is less likely to happen. 

2.2.2 Motivation 

Motivation plays a central role in shaping employees' adherence to information security 

policies and practices. A well-established framework for understanding motivation is 

Self-Determination Theory (SDT), ([6] Deci et. al, 2013), developed by Deci and Ryan 

in the 1980s, which distinguishes between intrinsic and extrinsic motivation. Intrinsic 

motivation refers to performing an action because it is inherently satisfying or 

enjoyable, while extrinsic motivation involves performing actions to achieve external 

rewards or avoid negative consequences. In the context of information security, 

fostering intrinsic motivation can be highly effective, as it encourages employees to 

adopt secure behaviours because they personally value the importance of protecting 

organizational assets. 

SDT ([6] Deci et. al, 2013) posits that three key psychological needs must be fulfilled 

to foster intrinsic motivation: autonomy, competence, and relatedness. When 

employees feel autonomous, competent, and connected to others, they are more likely 

to internalize security practices and consistently comply with security policies. Recent 

studies have shown that autonomy and competence, in particular, significantly 

influence employees' intentions to follow security guidelines, emphasizing the need to 

create environments where employees feel capable and in control of their security-

related decisions ([7] Gangire et. al, 2021). 

The three constructs of the Self-Determination Theory (autonomy, competence and 

relatedness) do not operate in isolation. The broader organizational culture plays a 

pivotal role in either supporting or hindering the fulfilment of these psychological 

needs. Moreover, national culture affects how employees perceive authority, risk, and 

individual responsibility within the workplace. 

2.3 Organizational culture 

Organizational culture refers to the shared values, beliefs, norms, and practices that 

shape the behaviour and attitudes of employees within an organization. It serves as the 

foundation for how individuals interact with one another and how they approach their 

work, influencing everything from decision-making processes to responses to 

challenges and opportunities ([10] Schein et al, 2017). In the context of information 

security, organizational culture plays a significant role in determining how security 

policies are perceived and adhered to by employees. A positive and supportive culture 

can foster a security-first mindset, while a toxic or indifferent culture may lead to 

negligence and increased vulnerability to security breaches. 

Leadership is a critical element of organizational culture that significantly shapes the 

security behaviours of employees. Effective leadership can motivate and inspire 

employees to adhere to security policies and engage in secure practices. Various 

leadership styles, such as transformational, transactional, and participative leadership, 

have different impacts on information security compliance. Transformational leaders, 

in particular, encourage a proactive security culture by fostering trust, organizational 

justice, and a shared commitment to security goals. They inspire employees to go 

beyond mere compliance and actively engage in protective behaviours, whereas 
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transactional leaders tend to emphasize compliance through a system of rewards and 

penalties ([11] Sürücü, 2021). 

Communication within an organization is important for promoting awareness and 

understanding of information security policies. It serves as the channel through which 

security expectations, procedures, and the rationale behind policies are conveyed to 

employees. Effective communication ensures that employees are not only aware of 

security policies but also understand their importance and relevance to their daily work. 

Trust is a foundational element of organizational culture that influences how employees 

perceive and respond to security policies. Trust in leadership, peers, and the 

organization itself can significantly impact employees' willingness to follow security 

protocols and report incidents without fear of retribution. A high level of trust within 

an organization encourages employees to take security responsibilities seriously and to 

collaborate openly in identifying and mitigating risks. 

2.4 National culture 

National culture refers to the shared values, beliefs, norms, and behaviours that are 

characteristic of a particular country or society ([9] Hofstede et.al, 2005). It shapes 

individuals' attitudes, perceptions, and actions, influencing how they interact with 

authority, handle uncertainty, and respond to organizational policies, including 

information security protocols. Understanding the impact of national culture on 

information security behaviour is essential for multinational organizations seeking to 

implement effective security strategies across different cultural contexts. By 

recognizing the cultural nuances that affect employees' motivations and compliance 

behaviours, organizations can tailor their security policies to better align with local 

cultural values. 

2.5 Compliance with Information Security Policies (ISPs) 

Research indicates that fostering a security-aware culture that emphasizes the three 

psychological needs (autonomy, competence and relatedness) described by the Self-

Determination Theory (SDT) ([6] Deci et. al, 2013) can significantly enhance 

employees' motivation to follow security protocols. For example, organizations that 

provide regular training and support can help employees feel more competent in 

managing security threats. Similarly, creating an environment where employees feel a 

sense of ownership over security processes can satisfy their need for autonomy, leading 

to greater intrinsic motivation to comply with ISPs ([8] Bhaharin et al., 2019). 

Organizational culture, leadership and national culture significantly impacts how 

employees perceive and react to information security policies. To enhance compliance 

with ISPs, organizations must integrate these cultural insights with principles from SDT  

([6] Deci et. al, 2013). By creating environments that satisfy employees’ psychological 

needs for autonomy, competence, and relatedness, organizations can foster intrinsic 

motivation for security compliance across diverse cultural contexts. For example, in a 

Clan culture ([76] Cameron et al.,2006), emphasizing shared responsibility and 

collective rewards can satisfy relatedness and competence, leading to voluntary 

compliance. In a Hierarchy culture ([76] Cameron et al.,2006), providing clear 

guidelines and consistent feedback can satisfy competence, while offering employees 
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some control over how they implement security measures can fulfil their need for 

autonomy. 

3 Review method 

This systematic literature review (SLR) follows a rigorous process to ensure a 

consistent and transparent analysis of existing research on the intersection of Self-

Determination Theory (SDT) and cybersecurity education. The methodology was 

guided by the Preferred Reporting Items for Systematic Reviews and Meta-Analyses 

(PRISMA) ([14] PRISMA, 2020) framework and the Joanna Briggs Institute (JBI) 

guidelines ([15] JBI, 2020), while also incorporating elements of the Evidence-Based 

Software Engineering (EBSE) guidelines ([13] Kitchenham et al., 2007). This section 

outlines the research protocol, including the research questions, search strategy, 

inclusion and exclusion criteria, data extraction process, and the synthesis of the 

findings. 

3.1 Review protocol and research question 

A review protocol was developed to ensure consistency and reproducibility throughout 

the review process. The protocol outlined the following key elements: 

● Research aim: To explore how SDT constructs (autonomy, competence, and 

relatedness) foster long-term behaviour change, and thus cybersecurity 

education, through the use of intrinsic motivation. 

● Research question (RQ): to address how organizations can foster a security-first 

culture that enhances intrinsic motivation.  

RQ: How can organizations create a security-first culture that increases employees' 

intrinsic motivation and sense of shared responsibility towards Information Security, 

thereby promoting compliance with security policies? 

This fourth question is designed to explore the critical intersection between 

organizational culture, motivation, and employee behaviour in the field of information 

security. The question reflects a shift from purely technical approaches to cybersecurity 

toward a more holistic view that emphasizes human factors and organizational 

dynamics. By focusing on intrinsic motivation—rooted in the Self-Determination 

Theory (SDT)—the question seeks to understand how internal drivers like autonomy, 

competence, and relatedness can encourage proactive security behaviours. The focus is 

on relatedness, examining how a sense of shared responsibility within an organization 

can cultivate a collective approach to protecting information assets.  

The systematic literature review was conducted in 4 stages as described in Fig.1. The 

stages are described in detail in the next sections. 

60



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  

December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

 

Fig.1 PRISMA Flow Diagram 

3.1.1 Identification 

The initial search was conducted across multiple databases, including Google Scholar, 

IEEE Xplore, and ScienceDirect, using the search strings identified for each Research 

Question. The search resulted in 402 studies. These studies included a mixture of 

research articles, review articles, conference papers, and theses, reflecting the 

interdisciplinary nature of the topic and the broad scope of the search strategy. The first 

stage involved an initial screening of titles and abstracts of all studies identified during 

the search phase. This step aimed to quickly eliminate studies that were clearly 

irrelevant to the research questions or outside the scope of the review.  

The search strings were designed to include key terms without complex Boolean 

operators in Google Scholar, while more refined Boolean logic was used in Scopus and 

IEEE Xplore. Below are the detailed search strings developed for each area of focus: 

● "information security compliance" AND “employee motivation” AND “security 

policies" 

● "security behaviour" AND "information security policies" AND “adherence” 

● "security awareness" AND "employee motivation" AND "information security 

compliance" 

● "security policy adherence" AND "behavioural intention" AND "organisational 

culture" 

● "information security" AND "compliance behaviour" AND "employee 

engagement" 

● "shared responsibility" AND "information security" AND "employee 

behaviour" 
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● "security-first culture" AND "intrinsic motivation" AND "compliance" 

"collective responsibility" AND "information security" AND “engagement” 

3.1.2 Screening 

103 studies were retained for further review if they included any relevant keywords 

related to organizational culture, leadership, national culture, motivation, or 

information security compliance. 

3.1.3 Full text review 

Studies that passed the initial screening were subjected to a full-text review to assess 

their relevance. Each study was evaluated against the predefined inclusion and 

exclusion criteria, ensuring they addressed one or more of the research questions 

comprehensively. 64 studies were retained. 

Table 1. Inclusion and Exclusion Criteria for the studies 

Inclusion Criteria Inclusion Criteria 

Studies published in peer-reviewed 

journals and conference proceedings. 

Studies focusing solely on technical 

aspects of information security without 

considering human or cultural factors. 

Studies published between 2013 and 

2024. 

Studies not aligned with the research 

questions or lacking empirical data or 

theoretical analysis. 

Studies available in English. Non-English studies. 

Studies accessible in full-text format. 

Studies not available in full-text or 

behind a paywall without accessible 

alternatives. 

Studies addressing the relationship 

between organisational culture, national 

culture, leadership, motivation, and 

information security compliance. 

Studies without a DOI number. 

3.1.4 Study quality assessment 

In accordance with the PRISMA 2020 and Joanna Briggs Institute (JBI) guidelines, a 

rigorous quality assessment was conducted for all 64 studies included in this systematic 

review. The goal of the assessment was to ensure that only methodologically sound 

studies were retained for synthesis, thereby enhancing the reliability and validity of the 

review findings. 

The quality assessment was based on criteria like clarity and transparency, data analysis 

techniques, data collection methods and sample size and relevance. A Keep or Discard 

decision was made for each study, depending on whether it met the methodological 

standards necessary to ensure reliability. Studies that exhibited significant 

methodological weaknesses (n=5) —such as inadequate sample sizes, unclear data 

collection methods, or lack of transparency in reporting—were excluded from further 

analysis. 
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The final set of studies included in the systematic review were those that met all 

inclusion criteria, passed the quality assessment, and provided relevant and rigorous 

contributions to the research questions. 

This set of studies forms the basis for the subsequent data extraction and synthesis 

phases, ensuring an evidence-based understanding of the impact of cultural and 

leadership factors on information security compliance. 

3.2 Data extraction 

The data extraction process was designed to systematically capture relevant information 

from the 59 studies retained after the study quality assessment. The goal of this process 

is to ensure that all data relevant to the research questions is consistently and accurately 

recorded, allowing for comprehensive synthesis and analysis in subsequent stages. A 

standardized data extraction form was created using Google Sheets, enabling the 

organization and management of data across all studies in a structured manner. This 

format ensured transparency, traceability, and ease of access throughout the review 

process. 

The data extraction form included the following key fields and extraction criteria, 

presented in Table 2. 

3.3 Data synthesis 

The data synthesis for this systematic literature review was planned in alignment with 

the data extraction process, as outlined in the previous section. Each of the 59 selected 

studies was reviewed to extract relevant information based on the key fields: research 

design, sample, research objectives, data collection methods, key findings, and 

relevance to the research question (RQ). The synthesis strategy follows the structure of 

the research questions, integrating findings across these thematic areas. 

Given the interdisciplinary nature of this review, the synthesis is organized into two 

phases. First, a general overview of how the studies relate to the core themes of intrinsic 

motivation and security-first culture is presented. Then, the synthesis looks into more 

specific aspects tied to each of the SDT constructs (autonomy, competence, 

relatedness), providing a coherent analysis of how each study addresses these core 

constructs. 

Table 2. Data Extraction Form Columns 

Item Description 

Study identifier 

Year 

Author 

Title 

 

Year of publication 

Author(s) of literature 

Title of the study 

Study characteristics 

Research design 

 

Sample  

Research objectives 

Data collection methods 

 

Study type (qualitative, quantitative, 

mixed methods) 

Sample size and context 

The aims or hypotheses of the study 

Surveys, interviews, case studies, 
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Key findings 

 

Relevance to RQs 

literature review etc. 

Summary of the main results or 

conclusions of the study 

Indicate which of the RQs the study 

addresses 

RQ Security culture and intrinsic 

motivation 

Collect data on practices and strategies 

that promote a security-first culture and 

increase intrinsic motivation (aligning 

with Self-Determination Theory) and 

shared responsibility. 

The synthesis of the 59 papers shows that competence and relatedness are key to 

promoting security compliance, with autonomy playing a lesser but supportive role. 

Competence is strengthened through training that builds necessary skills and 

confidence in handling security tasks, while relatedness, fostered by social norms and 

a supportive culture, instill a sense of shared responsibility. Though autonomy is less 

emphasized, allowing some discretion in security practices can increase intrinsic 

motivation. Together, these elements create a more engaged and resilient organizational 

approach to cybersecurity. 

4 Results 

The collection of the 59 selected studies includes a broad range of research addressing 

how organizational, leadership, and cultural factors influence information security 

behaviours. These studies investigate critical dimensions such as the creation of a 

security-first culture, the role of intrinsic motivation in fostering security compliance, 

and the impact of both organizational and national culture on employee behaviour. 

The selected studies cover multiple domains, with several focusing on the influence of 

leadership style, communication, national cultural dimensions, on security practices 

and policy compliance. Additionally, a significant portion of the research explores how 

shared responsibility and intrinsic motivation can enhance adherence to Information 

Security Policies. This diverse body of literature offers an increased perspective on 

human factors affecting information security across different organizational contexts. 

The studies span across various geographical regions, providing a global perspective 

on information security practices, with a majority in the Western cultures (13% in US 

and 32% in Europe). The geographical breakdown, based on the lead author’s affiliation 

or the main geographical focus of the analysis, is presented in Table 3. 

This geographic diversity enriches the study by incorporating cross-cultural insights 

and varied approaches to security practices and policy compliance. 

The selected studies were published between 2014 and 2024, with a majority 

concentrated in recent years, particularly between 2019 and 2024. This distribution, 

presented in Fig.2, highlights an increasing academic interest in the intersection of 

culture and information security during this period. The continuous rise in publications 

reflects the growing recognition of cultural and human factors as critical elements in 

enhancing security practices. 
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4.1 RQ: How can organisations create a security-first culture that 

increases employees' intrinsic motivation and sense of shared 

responsibility towards Information Security, thereby promoting 

compliance with security policies? 

Creating a security-first culture involves fostering intrinsic motivation, where 

employees feel personally responsible for the security of the organization. Multiple 

studies suggest that intrinsic motivation is more effective than extrinsic motivators like 

rewards or sanctions in promoting long-term compliance ([19] Kuo et.al (2020), [24] 

Sherif et. al. (2015),[31] Chaudhary, S. (2024)). [19] Kuo et.al (2020) found that while 

deterrence can enforce compliance, intrinsic motivation—driven by personal 

responsibility and security awareness—leads to sustainable security behaviours, as 

employees internalize security values and practices. 

Security training and awareness programs were identified as key mechanisms for 

cultivating intrinsic motivation ([31] Chaudhary, S. (2024), [20] Chaudhary et.al. 

(2023), [36] AITooq et. al. (2024), [44] Hakami et. al. (2022)). [31] Chaudhary, S. 

(2024) emphasized that continuous, engaging, and tailored security training helps create 

a sense of responsibility among employees, making them more likely to adhere to 

security policies. Similarly, [20] Chaudhary et.al. (2023) noted that in small and 

medium-sized enterprises, tailored training programs that align with the company's 

culture are essential for fostering a security-first mindset. This personalization of 

training content helps employees see the relevance of security measures in their daily 

work and strengthens their commitment to secure practices. 

Table 3 Geographical distribution of papers 

Region 

% of 

Papers Papers 

Asia 22.03% 

[19] Kuo et.al (2020), [23] Chu et.al. (2019), [27] Palanisamy 

et. al. (2020), [29] Handri et. al. (2024), [38] Balagopal et. al. 

(2024), [45] Sari et. al. (2022), [48] Angraini et. al. (2019), 

[52] Purnomo et.al. (2024), [56] Pham et. al. (2017), [59] 

Mubarkoot et. al. (2023), [61] Puspadevi Kuppusamy et. al. 

(2020), [63] Suranto et. al. (2022), [66] Liu et. al. (2022) 

Brazil 5.08% 
[25] dos Santos Vieira et. al. (2022), [54] Iwaya et. al. (2022), 

[55] Apolinário et. al. (2023) 

Europe 32.20% 

[20] Chaudhary et.al. (2023), [21] Prümmer et.al. (2024), [22] 

Orehek et. al. (2020), [24] Sherif et. al. (2015), Chaudhary, S. 

(2024), [33] Riahi et. al. (2024), [35] Khando et. al. (2024), 

[40] Badie’ Alhmoud et. al (2024), [42] Woods et. al. (2024), 

[47] Rocha Flores et. al. (2014), [49] Shaikh et. al. (2023), 

[50] Ameen et. al. (2021), [51] Yeng et. al. (2021), [57] 

Borgert et. al. (2024), [58] Rocha Flores et. al. (2016), [60] 

Paananen et. al. (2020), [62] Marsh et. al. (2022), [70] 

Karjalainen et. al. (2020), [72] Murray et. al. (2024) 

Middle East 10.17% 

[30] Sany et. al. (2022), [36] AITooq et. al. (2024), [37] 

Baomar et. al. (2024), [39] Alassaf et. al. (2021), [44] Hakami 

et. al. (2022), [68] Zyoud et. al. (2024) 
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Oceania 11.86% 

[18] Skinner et.al. (2019), [34] Reeves et. al. (2021), [46] 

AlGhamdi et. al. (2020), [53] Wiley et. al. (2020), [64] Tam 

et. al. (2021), [69] Moustafa et. al. (2021), [71] Sutton et. al. 

(2024) 

Others 5.08% 
[26] Aksoy (2024), [41] Lubua et. al. (2023), [43] Mashiane 

et. al. (2021) 

US 13.56% 

[16] Shah et.al.(2023), [17] Taherdoost (2024), [28] Alowais 

et. al. (2023), [32] Vance et. al. (2020), [65] Petrič et. al. 

(2022), [67] Hoffman et. al. (2020), [73] Chen et. al. (2022), 

[74] Sahin et. al. (2024) 

 

Figure 2 The year of publication of studies 

Leadership also plays a role in promoting intrinsic motivation through role modelling 

and creating an inclusive security culture ([37] Baomar et. al. (2024), [24] Sherif et. al. 

(2015)). [37] Baomar et. al. (2024) demonstrated that transformational leadership 

encourages a security-first culture by engaging employees in security initiatives and 

making them feel valued in the organization's security efforts. Such leadership not only 

models secure behaviour but also fosters a supportive environment where employees 

feel their contributions to security are recognized and valued. 

[40] Badie’ Alhmoud et. al. (2024) expands on this by discussing the role of servant 

leadership in fostering a security-first culture. Servant leaders, who prioritize the well-

being and development of their employees, help create an environment where 

employees feel trusted and supported in their security roles. [40] Badie’ Alhmoud et. 

al. (2024) highlights that when employees feel that leadership genuinely cares about 

their professional growth and ethical well-being, they are more inclined to internalize 

security behaviours as part of their intrinsic motivation. 

[42] Woods et. al. (2024) highlights the importance of empowerment in a security-first 

culture. By granting employees autonomy and allowing them to take ownership of 

security-related tasks, organizations can foster intrinsic motivation. [42] Woods et. al. 

(2024) suggests that autonomy in decision-making around security policies helps 

employees feel more responsible and committed to maintaining security standards, as 

they see these responsibilities as integral to their role within the organization. 

In addition, [48] Angraini et. al. (2019) emphasizes the significance of competence-

building through regular skill development and training. When employees feel 
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competent in their security tasks, they are more confident and motivated to engage in 

secure behaviours. [48] Angraini et. al. (2019) found that employees who receive 

consistent, high-quality training feel empowered to take proactive measures, viewing 

security as an area where they can excel and contribute positively to the organization. 

[59] Mubarkoot et. al. (2023) and [66] Liu et. al. (2022) provide insights into relatedness 

as a factor in creating a security-first culture. [59] Mubarkoot et. al. (2023) found that 

fostering a sense of belonging and shared responsibility in security practices enhances 

employees' intrinsic motivation. When employees perceive security as a collective goal 

shared with their peers, they feel more accountable and are more likely to adopt secure 

behaviours. Similarly, [66] Liu et. al. (2022) emphasizes that a culture of open 

communication and mutual respect, driven by servant leadership, can increase the sense 

of relatedness among employees, making security practices feel like a joint effort rather 

than an individual obligation. 

This discussion of intrinsic motivation links closely to the constructs of Self-

Determination Theory (SDT)—Relatedness, Competence, and Autonomy—which are 

essential for a robust security culture. To foster a security-first culture, understanding 

how different motivational constructs of SDTare addressed in the literature is essential. 

These constructs each play a role in motivating employees to adhere to security 

practices. The distribution of papers across these constructs reflects varying emphases, 

with some studies focusing exclusively on a single construct, while others examine the 

interplay between two or all three. 

● Competence 

The Competence construct, addressed alone in papers like [18] Skinner et.al. (2019), 

[21] Prümmer et.al. (2024), [39] Alassaf et. al. (2021) emphasizes the need for 

employees to feel skilled and capable in managing security tasks. These studies 

highlight the importance of training and support in building employees’ confidence in 

their ability to handle security responsibilities effectively. For example, [18] Skinner 

et.al. (2019) demonstrates that competency-building programs, such as ongoing 

security training, help employees develop the skills needed to follow security protocols 

confidently. 

● Relatedness 

Papers that exclusively focus on Relatedness—such as [16] Shah et.al.(2023) and 

Vance et. al. (2020)—underscore the importance of social connections and a sense of 

belonging in promoting security behaviours. These studies highlight how fostering a 

supportive social environment within the organization can motivate employees to 

adhere to security protocols. [16] Shah et.al.(2023) specifically discusses how team 

cohesion leads to a collective responsibility for security, which enhances adherence to 

security policies. 

● Autonomy and Competence 

Papers like [34] Reeves et. al. (2021), [42] Woods et. al. (2024) and [74] Sahin et. al. 

(2024) focus on both Autonomy and Competence, indicating that empowering 

employees while also ensuring they feel competent can foster a proactive approach to 

information security. For instance, [34] Reeves et. al. (2021) finds that when employees 

feel both skilled and autonomous, they are more likely to take personal responsibility 

for security actions, which helps reduce vulnerabilities due to human error. 
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● Autonomy and Relatedness 

Studies such as [23] Chu et.al. (2019) and [73] Chen et. al. (2022) address Autonomy 

and Relatedness together, examining how a sense of belonging coupled with autonomy 

can foster intrinsic motivation. [23] Chu et.al. (2019) highlights that when employees 

feel connected to their colleagues and are empowered to make security decisions, they 

are more likely to internalise security practices, making them a part of their daily 

responsibilities. 

● Competence and Relatedness 

The pairing of Competence and Relatedness is more commonly explored, with studies 

emphasising the importance of employees feeling both connected to their peers and 

skilled in security tasks. 19 papers address this pairing: [17] Taherdoost (2024), [19] 

Kuo et.al (2020), [22] Orehek et. al. (2020), [24] Sherif et. al. (2015), [25] dos Santos 

Vieira et. al. (2022), [26] Aksoy (2024), [28] Alowais et. al. (2023), [30] Sany et. al. 

(2022), [36] AITooq et. al. (2024), [38] Balagopal et. al. (2024), [40] Badie’ Alhmoud 

et. al. (2024), [41] Lubua et. al. (2023), [44] Hakami et. al. (2022), [48] Angraini et. al. 

(2019), [55] Apolinário et. al. (2023), [47] Rocha Flores et. al. (2014), [59] Mubarkoot 

et. al. (2023), [65] Petrič et. al. (2022) and [66] Liu et. al. (2022). These papers suggest 

that a culture that promotes both social bonds and competency development can 

significantly improve compliance with security protocols. [17] Taherdoost (2024), for 

instance, notes that when employees feel both competent and supported by their peers, 

they are more motivated to adhere to security guidelines, as they perceive these 

behaviours as collectively valued within the organization. 

● Intersection of all three constructs 

The largest number of papers (29) address the combined influence of Relatedness, 

Competence, and Autonomy: [27] Palanisamy et. al. (2020), [29] Handri et. al. (2024), 

[31] Chaudhary, S. (2024), [33] Riahi et. al. (2024), [35] Khando et. al. (2024), [37] 

Baomar et. al. (2024), [43] Mashiane et. al. (2021), [45] Sari et. al. (2022), [46] 

AlGhamdi et. al. (2020), [47] Rocha Flores et. al. (2014), [49] Shaikh et. al. (2023), 

[50] Ameen et. al. (2021), [51] Yeng et. al. (2021), [52] Purnomo et.al. (2024), [53] 

Wiley et. al. (2020), [54] Iwaya et. al. (2022),[56] Pham et. al. (2017), [57] Borgert et. 

al. (2024), [60] Paananen et. al. (2020), [61] Puspadevi Kuppusamy et. al. (2020), [62] 

Marsh et. al. (2022), [63] Suranto et. al. (2022), [64] Tam et. al. (2021), [67] Hoffman 

et. al. (2020), [68] Zyoud et. al. (2024), [69] Moustafa et. al. (2021), [70] Karjalainen 

et. al. (2020), [71] Sutton et. al. (2024), [72] Murray et. al. (2024). These studies 

advocate for a holistic approach, suggesting that when employees feel competent, 

connected, and autonomous, they are intrinsically motivated to engage in secure 

behaviours. [27] Palanisamy et. al. (2020), for example, provides insights into how 

organizations that foster a supportive environment, build necessary skills, and empower 

employees see higher levels of compliance and proactive security practices. This 

intersection suggests that the most effective security-first cultures are those that 

integrate all three constructs, providing employees with the social support, skills, and 

independence they need to adhere to security practices consistently. 

Summary of key findings 

Across all research questions, the literature reveals that organizational culture, 

leadership, and national cultural dimensions are integral to fostering a security-first 

mindset. Communication, trust, and organizational norms are key components of a 
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strong security culture, while leadership plays a critical role in motivating employees 

to engage with security practices. National culture influences how employees perceive 

and respond to security policies, with collectivist cultures and high uncertainty-

avoidance cultures showing higher compliance rates. Finally, the review suggests that 

organizations that successfully integrate security into their core values through 

education, leadership support, and shared responsibility see higher levels of policy 

compliance. 

5 Discussion 

A security-first culture thrives when employees are intrinsically motivated to protect 

organizational assets. The findings emphasize that training, leadership, and 

empowerment are essential in fostering a security-first mindset. Leadership styles that 

promote autonomy, competence, and relatedness enable employees to internalize 

security practices. Tailoring security training to align with the organization’s culture 

and employees’ roles can further enhance competence and motivation, encouraging a 

lasting commitment to secure behaviour. 

Theoretical implications: These findings align with Self-Determination Theory (SDT), 

which asserts that intrinsic motivation arises from fulfilling the needs for autonomy, 

competence, and relatedness. The results validate SDT's applicability in the context of 

information security, highlighting its potential to foster a security-first culture. SDT 

provides a strong framework for understanding how security behaviours can become 

integral to an employee’s professional identity. 

Practical implications: To cultivate a security-first culture, organizations should 

develop training and development programs that enhance employees’ competence in 

security tasks while granting them autonomy in their roles. Security initiatives should 

also encourage teamwork and mutual support, fostering the relatedness identified by 

SDT as crucial for intrinsic motivation. By integrating these SDT constructs into daily 

practices, organizations can promote a culture of shared responsibility, making security 

a valued component of every employee’s role. 

RQ discussion and SDT constructs: The discussion connects directly to the SDT 

elements of autonomy, competence, and relatedness. Studies reviewed illustrate how 

each of these constructs contributes to a security-first culture: 

● Autonomy: Providing employees with decision-making authority in certain 

security matters fosters accountability and strengthens intrinsic motivation. 

● Competence: Regular, high-quality training boosts employees’ confidence and 

capabilities in managing security tasks, fostering a sense of mastery. 

● Relatedness: Open communication and shared goals build a sense of belonging, 

encouraging employees to view themselves as part of a collective effort toward 

security. 

The breadth of research addressing these SDT constructs underscores the effectiveness 

of an inclusive approach that integrates all three elements. By embedding autonomy, 

competence, and relatedness into the organizational culture, companies can inspire 

intrinsic motivation that sustains secure practices. Leveraging SDT principles within 
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information security strategies allows organizations to create an environment where 

employees are intrinsically committed to safeguarding the organization’s assets. 

6 Limitations 

This review highlights the influence of organizational and national culture on 

information security but has limitations. First, it focuses mainly on Western cultures, 

particularly the U.S. and Europe, with limited representation from Africa, South 

America, and parts of Asia, which may reduce the global applicability of findings. 

Diverse study designs, including surveys, interviews, and theoretical models, introduce 

variability, complicating direct comparisons and limiting the generalizability of results. 

Additionally, most studies concentrate on sectors like healthcare, IT, and finance, 

leaving out industries such as education and government, which may experience 

different security and cultural dynamics. Restricting the review to peer-reviewed, 

English-language, open-access publications could introduce bias, potentially omitting 

relevant studies from non-English-speaking regions. 

7 Future work 

Building on this review's findings, future research should prioritize cross-cultural 

comparative studies, especially in underrepresented regions like Africa, South America, 

and parts of Asia, to gain a more global perspective on how national cultural dimensions 

shape information security practices. Additionally, longitudinal studies on leadership’s 

impact on security culture could provide insights into whether particular leadership 

styles foster lasting changes in security behaviours, addressing limitations in current 

cross-sectional research. 

Future work could also expand the application of Self-Determination Theory (SDT) to 

explore how autonomy, competence, and relatedness drive secure behaviour across 

diverse organizational and national settings, potentially enhancing intrinsic motivation 

for security practices. Research should further examine the influence of remote work 

and emerging digital environments on security culture, including the role of digital tools 

and risks like burnout. Lastly, studies could investigate the effects of new technologies, 

such as AI and blockchain, on security behaviour, focusing on both their potential to 

increase compliance and the ethical challenges they introduce. 

8 Conclusion 

This literature review examined the intersection of Self-Determination Theory (SDT) 

and cybersecurity education, focusing on how organizations can foster a security-first 

culture through intrinsic motivation to promote sustainable security behaviours. The 

findings indicate that cultivating intrinsic motivation—where employees feel a sense of 

autonomy, competence, and relatedness in security practices—is essential for 

establishing long-term compliance and proactive engagement with cybersecurity. 

Effective cybersecurity education relies on leadership styles, such as transformational 

and servant leadership, that support trust, empowerment, and personal responsibility 
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among employees. Additionally, targeted security training and awareness programs that 

align with SDT principles help build competence and foster a sense of collective 

responsibility, embedding cybersecurity as a valued aspect of employees' roles. By 

integrating SDT constructs into cybersecurity education, organizations can cultivate a 

resilient, security-first culture where secure behaviours become a sustained and intrinsic 

part of the organizational ethos. 
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Abstract 

The main goal of this research was to design and implement a robotic arm for playing chess 

on three standard real boards handling real regular pieces. Research, design and redesign were 

done on all aspects of the development: mechanical, hardware and software. A lot of problems 

emerged, but were overcome, and the robotic arm met its goal: to reliably moves chess pieces 

on the boards with millimetric positioning precision. 

Interfacing the PC to 3 DGT autosensory boards and interfacing the PC with a classic software 

chess engine should be further considered. 

Keywords: chess, robotic arm, SCARA robot, kinematics 

  

1 Introduction 

The main goal of this research was to design and implement a robotic arm for playing 

chess on three real boards handling real regular pieces. The three boards must be in 

front, to the left and to the right of the robotic arm. The size of the board must be the 

official one (field size 55x55mm) and the pieces should be any classical set without any 

modifications. 

2 History of chess-playing robots 

The fascination with chess-playing robots is not a recent phenomenon but dates back 

over two centuries. The notable starting point was the renowned 'The Turk', an intricate 

contraption that claimed to be a fully operational chess automaton. This chapter is 

adapted mainly from [1]. 

2.1 The Turk, the first (hoax) 

The Turk, created in 1770 by Wolfgang von Kempelen, appeared to be a chess-playing 

automaton but was actually a clever illusion with a human chess master inside. Despite 

its deceptive nature, The Turk gained popularity. Kempelen initially enjoyed its success 

but later became reluctant to share it. The machine's interior was designed to mislead 

observers, and the operator remained hidden. Even so, The Turk was a remarkable feat 

of ingenuity. 

After Kempelen's death, it was sold to Johann Nepomuk Mälzel, who restored and 
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enhanced it. Although it was a hoax, customers still played against skilled chess 

masters. Notably, chess master William Schlumberger operated The Turk many years. 

2.2 'Ajedrecista’, the first true automaton 

It took over 140 years for the first genuine chess automaton to emerge. In 1912, Spanish 

engineer Leonardo Torres y Quevedo created 'Ajedrecista,' widely recognized as the 

first computer chess machine and the first computer game in general. Using 

electromagnets beneath the board, Ajedrecista could autonomously play the endgame 

of rook and king against a lone king. Remarkably, it could play without external 

assistance and even detected illegal moves by the opponent, signalling them with a 

light. If three illegal moves were made, the automaton would cease playing. 

2.3 Boris Handroid, the first commercial one 

The Boris Handroid, a unique chess robot, became the first commercially available 

device of its kind. Introduced in 1980, it could only be obtained through special mail 

order. For a long time, the Boris Handroid remained a rare and elusive item, with 

collectors and enthusiasts questioning its existence until a single unit surfaced in the 

possession of Swiss owner Rolf Bühler. This remarkable device not only recognized 

(based on Hall sensor) the movements of human-controlled chess pieces but also 

executed its own moves using a robotic arm controlled by three servomotors. It offered 

seven game levels and featured the same Sargon 2.5 chess program as the MGS multi-

game system. 

2.4 Novag Robot Adversary, the first available in stores 

In 1982, the iconic Novag Robot Adversary marked the introduction of chess robots in 

department stores and specialty shops. This legendary machine featured a sleek 

mechanical arm that gracefully folded and unfolded while delicately manipulating 

chess pieces with its pincers. It was truly a captivating sight. However, despite its 

remarkable design, the Novag Robot Adversary faced challenges with reliability, 

resulting in a relatively high failure rate. Consequently, only a limited production run 

of approximately 2000 units was achieved. 

Figure 1. Boris Handroid [1] Figure 2. Novag Robot Adversary [2] 
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2.5 Milton Bradley "Grandmaster", the sliding one 

Following shortly after, in 1983 Milton Bradley released its own rendition of a robot 

chess machine known as the Milton Bradley "Grandmaster". Instead of using a 

mechanical arm, this machine employed magnets beneath the chess pieces, allowing 

them to glide across the board during gameplay. The Grandmaster quickly gained 

popularity and paved the way for a series of machines utilizing this innovative 

technology from Milton Bradley. Fidelity, a company that later acquired the patent, 

introduced their own version called the Fidelity Phantom in 1988. The Phantom, 

boasting a strong program developed by the Spracklens, resembled its predecessors and 

was highly regarded. 

While these were not the last chess-playing robots, they were indeed the most 

significant and groundbreaking contributions to the field. Although dedicated chess 

computer manufacturers have largely faded away, today individuals still can create their 

own chess-playing machines. 

2.6 The Raspberry Turk 

The Raspberry Pi, an affordable and highly versatile single-board computer (SBC) 

developed in the United Kingdom, has become the go-to tool for DIY (Do-It-Yourself) 

electronics enthusiasts. It is often hailed as the "Swiss army knife" for computer and 

electronic hobbyist projects due to its low cost, modular design, and open nature, along 

with its support for HDMI and USB standards. 

Unsurprisingly, someone has taken advantage of the Raspberry Pi's capabilities to 

create detailed plans for building your own chess-playing robot. Joey Meyer, the creator 

of “The Raspberry Turk”, has dedicated a website ([3]) to guide individuals through the 

process, providing open-source instructions. 

2.7 Use of industrial robots 

With the development of industrial robots ([4]), various demonstration meetings were 

organized between robots and top grandmasters, like the ones with Vladimir Kramnik 

and Alexander Grischuk. 

The (industrial) chess playing robots become very popular (typical using 3 chess 

boards, like in our design), leading also to a well-known accident, when a 7-year-old 

child finger was broken by the robot (considered mainly a human error, [5]). 

3 Kinematics in SCARA robots 

3.1 SCARA robots 

SCARA is an industrial robot type initially developed by Prof. Makino at 

Yamamachi University in Japan, starting with 1978. According to its designer ([6]) 

“The name SCARA stands for Selective Compliance Assembly Robot Arm, where 

“Selective Compliance” means that the robot’s compliance differs selectively with 
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its direction”. Today, some authors replace “Assembly” with “Articulated” in the 

definition ([7]). Its motion capabilities primarily consist of rotations within the 

horizontal plane, along with translation within that plane, while the gripper axis 

operates vertically. 

We explore (adapting from [9]) the kinematics of a simplified SCARA robotic arm 

operating in a two-dimensional space (Fig. 3). This arm consists of two links, two 

rotational joints (Joint 1 and Joint 2), and an end effector (such as a gripper, welder, 

etc.). 

The grey area displayed in Fig. 4 represents visually the workspace of the arm, 

illustrating the range of positions achievable by the end effector. Assuming l2<l1 (as 

in practical cases), the workspace exhibits circular symmetry, allowing for 

(theoretical) unrestricted joint rotations ranging from -180° to 180°. The outer circle 

corresponds to the farthest limit, l1+l2. Conversely, the inner circle represents the 

nearest limit, l1-l2. The other reachable positions, labelled as c, can be obtained by 

two different joint rotation configurations that position the arm at that point. 

3.2 Forward Kinematics 

In Fig. 5 we consider the first joint as the origin (0, 0) of the coordinate system. The 

lengths of the two links are l1 and l2, respectively. The first joint is rotated by an 

angle α, and the second one by an angle β (relative to the first joint). 

 

Based on the l1, l2, α, β parameters, the position of the end effector results easily as: 

 x = x′ + x′′ = 𝑙1 cos(α) + 𝑙2 cos(α +  β) (1) 

 y = y′ + y′′ = 𝑙1 sin(α) + 𝑙2 sin(α +  β) (2) 

In Fig. 5 the value of β is negative (corresponding to a clockwise rotation). 

3.3 Inverse kinematics 

In this case we must solve the inverse problem: given the desired coordinates (x, y) and 

the values for l1 and l2 what are the values for α and β to reach the desired position. 

Figure 3. Simplified SCARA robot [8] Figure 4. Range covered [9] 
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As discussed before, the inverse problem can have no solution (outside the grey area), 

a single solution (on the borders of the grey area) and two solutions (inside the grey 

area). When we have two possible solutions, we will select the one so that the arm 

avoids negative y coordinates as much as possible. 

In Fig. 6, by applying the law of cosines in the triangle l1, l2, r, we get 

 𝑙1
2 + 𝑙2

2 − 2𝑙1𝑙2 cos(180° −  β) = 𝑟2 (1) 

which can be rearranged to solve for β 

 cos(180° −  β) =
𝑙1

2+𝑙2
2−𝑟2

2𝑙1𝑙2
 (2) 

 β = ± (180° − acos (
𝑙1

2+𝑙2
2−𝑟2

2𝑙1𝑙2
)) (3) 

To obtain γ, and subsequently α, we utilize the law of cosines again, this time 

considering γ as the central angle 

 cos γ =  
𝑙1

2+𝑟2−𝑙2
2

2𝑙1𝑟
 (4) 

 γ = acos ( 
𝑙1

2+𝑟2−𝑙2
2

2𝑙1𝑟
) (5) 

Also, we have 

 tan(δ) =
𝑦

𝑥
 (6) 

So, we get 

 δ = atan ( 
𝑦

𝑥
) ±  γ (7) 

thus 

 α = atan ( 
𝑦

𝑥
) ± acos ( 

𝑙1
2+𝑟2−𝑙2

2

2𝑙1𝑟
) (8) 

To restrict, as much as possible, the arm from moving to negative y coordinates 

(where a wall could be), we choose a specific solution from the two that are 

available, according to the quadrants we must reach. For quadrants I and IV (the 

Figure 5. Forward kinematics [9] Figure 6. Inverse kinematics [9] 
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right ones) we add the γ in (7) and consider negative values for β in (3). For quadrants 

II and III (the left ones) we subtract γ in (7) and consider positive values for β in (3). 

4 Design of robotic arm 

4.1 Mechanical design 

The arm was designed in compliance with the board requirements: board size of 

520x520mm with field size 55x55mm (as for the autosensory DGT Smart board 

[11]). The robot was designed to have one board in front, one on left and one on 

right, thus being able to play chess with three human players simultaneously. The 

mechanical part of the robot (Fig. 7), a classic SCARA one, was developed using 

Fusion 360 ([11]) powered by Autodesk. 

The robot has a total length of 129 cm and is fully 3D printed. We chose the 3D 

solution because it is a low-cost and accurate solution. The model is split in more 

pieces to fit for printing using a small 3D printer (up to 22x22x25 cm). Total amount 

of time to print the robot was around 300 hours. 

The motor responsible for rotating joint 1 is situated within the base. By utilizing 

two gears a ratio of 1:22 can be achieved. These gears are driven by the motor via 

toothed belts. To enhance the resistance of the plastic arm, a clamp-type coupling is 

used at the base, meaning that arm 1 is secured to the base at both top and bottom. 

To minimize the weight of the arm, the motor responsible for rotating joint 2 is 

positioned at the centre of joint 1. Two gears are utilized to achieve a combined ratio 

Figure 7. View of assembled robot in Fusion 360 
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of 1:14.6. Additionally, two toothed belts are employed to drive these gears and 

rotate the wheels. 

Joint 3 is specifically designed for the linear movement on the Z axis. It features a 

1:1 ratio and consists of four gears for driving the axis and bearings for ensuring 

smooth linear movement. The Z-axis has a total length of 30 cm, but only 20 cm are 

usable. 

At the base of the Z-axis the gripper is positioned, specially designed to securely 

hold all chess pieces. In the centre of the gripper a camera is strategically placed, 

enabling future projects involving automatic corrections based on visual location of 

Figure 8. Components of the robotic arm 

Figure 9. The final stage of the robotic arm 
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pieces on the board. To control the opening and closing of the gripper a servomotor 

is utilized, providing precise control over its movements. 

The robot has a maximum operational radius of 95 cm (l1=50 cm, l2=45 cm) and a 

minimum radius of 20 cm (because of the limiters). Joint 1 is equipped with two 

position limiters, enabling the arm to rotate up to 272 degrees. Similarly, at the base 

of joint 2 there are also two position limiters that allow the arm to rotate up to 312 

degrees. The robot was specially designed with internal wire integration in mind. 

4.2 Hardware design 

The board used as the controller of this robot is the Arduino Mega 2560 ([12]). With 

an impressive array of features, it offers 54 digital input/output pins, among which 

15 can function as PWM outputs. Additionally, it boasts 16 analog inputs, 4 UARTs, 

a 16 MHz crystal oscillator and a USB connection. We use it in combination with a 

Ramps 1.4 shield ([13]) than offers precise control over up to five stepper motors, 

allowing for 1/16 stepping precision. Moreover, it seamlessly interfaces with 

various components, being used by RepRap enthusiasts to build and customize their 

3D printing machines with ease. The choice of this board and shield was made 

considering also future developments of this project. 

The block diagram reveals that the robot controller operates under the command of 

an external computer, establishing a connection with the Arduino board. To operate 

the robot only three stepper drivers are required, one each for Joint 1, Joint 2, and 

Joint 3. Additionally, five position limiters were used, the microswitches defining 

the range of motion. The gripper function is controlled by a servo motor, providing 

precise control over its movements. 

Figure 10. Block diagram of the hardware part of the robot 
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For Joint 1 and Joint 2, Nema 17 motors (12V,1.5A) were selected. These motors 

belong to the category of stepper motors and provide 200 steps per rotation. To 

avoid excessive strain on the end effector of the arm, a smaller Nema 17 motor 

(12V,0.7A) was chosen for joint 3. This motor also offers 200 steps per rotation. 

To effectively control these motors TCM2209 bipolar stepper motor drivers were 

employed. This type of driver is renowned for its silent and precise operation. It 

enhances the motor's performance by multiplying the number of steps by 8 

(microsteps), resulting in an increased precision during movement and positioning. 

For the gripper mechanism a 5V MG90S servomotor was employed. This specific 

servomotor offers ease of control and adjustment, allowing for precise gripping of 

chess pieces based on their respective sizes. The MG90S servomotor can be easily 

tightened to ensure a secure grip on the chess piece during manipulation. Its 

reliability and versatility make it an ideal choice for the gripping function of the 

robot. 

4.3 Software implementation 

The source code of the robot has been developed in the C programming language 

using the Arduino IDE. The code incorporates various control functions necessary 

for the operation of the robot. Additionally, a custom protocol has been created to 

receive commands through the serial port and process them effectively, simplifying 

the control of the robot. The combination of the C language code and the custom 

protocol enhances the versatility and ease of use of the robot, enabling seamless 

control and interaction with the external computer. 

The logic diagram of the robot’s software (Fig. 11) illustrates the sequence of 

actions within the main loop of the source code. After initialization, the code awaits 

incoming commands through serial communication. 

The software had to solve 3 main problems: 

Figure 11. Flowchart of the source code (simplified) 
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• Design and implement a protocol to communicate via serial line with the PC. 

• Implement the actions described in the protocol, based on the available 

hardware and inverse kinematics (moveToHomePos(), moveToPos(x,y), 

moveZToPos(z), moveJ1J2(x,y), Gripperclose(), Gripperopen() being 

the most important functions). 
• Design and implement the main loop of operation (described in Fig. 11). 

The command moveZToPos(2) reflects the need to elevate the gripper to avoid 

hitting pieces during the movement (the gripper z-coordinate is measured from the 

home position at the upper limit). 

4.3.1 Communication protocol 

The communication between the command computer and the controller is 

established through a serial connection using an USB cable. In the main loop of the 

source code we have implemented a function that reads the incoming data string 

received from the computer. This string is structured to transmit five groups of data 

separated by commas. The format of the message is as follows: 

data[0], data[1], data[2], data[3], data[4] 

The first data element, data[0], represents the primary command. Depending on 

the values of this field, the other data fields are interpreted accordingly. The 

complete protocol is described in Fig. 11. The data[2], data[3] and data[4] 

coordinates represents positions with a millimetric accuracy. 

We highlight only the difference between gotopos command with subcommands 

xyz and xy (where the movement is done first for Joint 1 and only after for Joint 2) 

and the subcommand xycom (where the movement of Joint 1 and Joint 2 is done at 

the same time as much as possible). This was an improvement introduced in the later 

stages of the project, to speed up the movement. 

4.3.2 User interfaces 

To interface with the user, we have developed an application using LabVIEW 

software. The application features two menus: Control Panel and Arcade.  

The first one, the Control Panel interface (Fig. 12), is a general one. Once connected 

to the appropriate COM port, users have the flexibility to execute various commands 

Figure 12. Control Panel interface 
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and perform different actions to control the robot's movements and operations. This 

is a general interface, not dedicated to chess playing. 

The second one, the Arcade interface (Fig. 13), is specific to the use of the robotic 

arm for chess. There are three chessboards available, and users provide commands 

to the robot, instructing it to move to specific positions on the chessboards  (by 

clicking the desired fields). This feature enables the robot to autonomously move 

and play chess on the 3 boards simultaneously. 

To compensate problems related to the positioning of the boards relative to the robot 

position, the position of each board is configured by the x,y coordinates of the chess 

board corner fields (A1, A8, H1, H8). 

To adapt to different chess sets, the z coordinate where a specific chess piece must 

be gripped, we configure that value for each type of piece individually. 

5 Conclusions and future work 

The design and implementation of the robotic arm for playing chess was not as trivial 

as it might look at first view. Research, design and redesign were required in all aspects 

of the robot: mechanical, hardware and software. For example: the motor used in the 

early stages of the project for the Z-axis needed to be upgraded and, for the gripper, the 

initial stepper motor needed to be replaced with a servo motor. Redesigning the gripper 

and the z-axis occurred multiple times, a total of five iterations took place until the final 

stage was reached. The first driver considered also had to be improved. In the software 

part the need to move Joint 1 and Joint 2 at the same time emerged and was 

implemented. 

But, in the end, all these problems were overcome, and the robot met its goal: to reliably 

move chess pieces on the boards with millimetric positioning precision. 

Certainly, the project can be further developed, mainly in 2 directions: 

Figure 13. The Arcade Interface (boards arranged from the robot’s point of view) 
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• Firstly, to use the camera that was installed in the gripper. This will enable real-

time visual feedback to the PC, allowing for corrections to be made in case the 

chess pieces are not precisely positioned on the chessboard by the human player. 

The camera can contribute also to the safety aspects of the robotic arm, 

preventing accidents or injuries during operation. 

• Secondly, the main development needed by the project is to complete the whole 

system by interfacing the PC to 3 DGT autosensory boards to read the positions 

of the pieces and by interfacing the PC with a classic software chess engine, to 

decide the moves to be made by the chess playing robot when playing against 3 

human opponents. 
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Abstract 

Data acquisition is the process of collecting information from various sources through 

sensors or instruments. After obtaining the data, it is usually converted from the analogue 

format to a digital format. 

In this paper an application that gathers room-related information is presented. The purpose 

of such a system would be to be able to monitor certain parameters of interest in a living 

space. Afterwards this data can be used in various manners. One of the most important 

results of this data is being able to identify the habitability of a room. It can point out 

potential health hazards before they cause actual health problems. An additional objective is 

for the system to be on an accessible budget and to be easy to understand and implement. 

The hardware system using Arduino is presented in detail, as well as the graphical user 

interface created in Visual Studio. 

The system works as intended for the purposes stated above. It measures: temperature, 

humidity, light intensity, sound, and air quality. It works on its own if it is supplied with a 9-

volt power source. The Graphical User Interface can be used to visualise and analyse the 

collected data. The system can still be improved by adding wireless communication such as 

Wi-Fi and allowing it to be integrated into Internet of Things systems. The power 

consumption could be improved if needed for higher sampling frequency demands. 

Keywords: Arduino, data acquisition, quality of life, habitability 

  

1 Introduction 

1.1 Description of the project 

This paper presents a data acquisition system using the Arduino platform. The intent 

is to create an inexpensive system that is relatively easy to implement and understand. 

This is where the Arduino system shines, as it provides an abstraction between the 

hardware, the microcontroller, and the programming environment. This abstraction is, 

however, entirely optional, the ATmega328 controller of the Arduino being able to be 

programmed in a more traditional manner as well, if desired. In addition, the 

supplemental hardware used should be easy to come by or replaced if needed. 

Another convenient aspect is the community built around this platform. Due to its 

popularity the Arduino development environments are well documented. This makes 

it even more accessible than other possible alternatives. 
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From a hardware point of view, we just have the Arduino Uno Rev3 board, a microSD 

card module, the card itself, a RTC (Real Time Clock) module, a display made of 7 

segment displays, an infrared receiver paired with a remote, and various sensors. The 

sensors record the following parameters: temperature, humidity, light intensity, sound, 

air quality, and the position of a potentiometer. Thus, the system is used for 

monitoring various parameters of a living space. 

In addition to the hardware system, a software GUI (Graphical User Interface) was 

implemented using Microsoft’s Visual Studio Integrated Development Environment 

(IDE). The program was built for a Windows 64-bit operating system. The application 

shows the acquired data in real time both visually, as a graph, as well as numerically, 

in a table. The application also allows configuring the system, saving the recorded 

data in a file, and loading a previously saved file. Furthermore, the application also 

has a serial console where the user can see the raw message sent by the 

microcontroller. 

The interface allows for the following operations: 

• Choosing and enabling the parameters to be measured; 

• Setting the sampling frequency; 

• Selecting the operating mode of the system: online or offline; 

Also, the programs allows the user to save the configuration parameters in the 

EEPROM memory of the controller. If they are not saved, on the next power on, the 

microcontroller will load the old data saved in the EEPROM. 

Overall, the system has 2 operating modes: paired , connected through an USB-A 

male to USB B male cable, or offline supplied with 9 volts either from an electric 

socket or, by using an adapter, from a 9 volt battery. 

1.2 Topic relevance 

The purpose of this work is to reflect the importance of data acquisition system and 

open-source hardware projects. By each passing day IoT (Internet of Things) systems 

play a bigger and bigger role in our society. In addition, the importance of data is 

increasing by each passing day, making data acquisition systems even more relevant. 

Platforms such as Arduino that cater to new technologies and concepts such as IoT are 

proving to be more and more relevant in our technological ecosystem. Arduino are 

already offering boards with Wi-Fi, Lora, GSM, and other technologies which helps 

them get chosen for IoT applications. 

1.3 Objectives 

The principal objective of this work is to create a data acquisition system that can 

process different parameters given from sensors. The system should be able to keep 

track of the date and hour of the data entries. In addition, the system should be able to 

work both paired, connected to a computer running a GUI, as well as offline, 

completely independent from external systems. In both modes, the system should 

confer to its users the option to configure the system as well as provide feedback after 

each provided command. Therefore, there are 2 main objectives: creating the 

hardware system and creating the GUI for the user. For the hardware part it is 

important for certain parameters to be chosen that reflect the functionality of the 

92



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  
December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

system. As for the software, it should allow some standard features such as: saving 

and loading data, visualising data, and being able to configure the hardware system. 

note 

2 Project overview 

2.1 Project presentation 

The project was done in 2 big steps:  developing the physical acquisition system and 

realizing the graphical user interface. 

For the purposes of creating the hardware system the following components were 

used: 

• The Arduino Uno Rev3 board, based on the ATmega 328 microcontroller 

from Microchip; 

• A USB A cable male to USB B connector; 

• The following sensors: 

o DHT22 – sensor module for measuring temperature and humidity; 

o MQ135 – sensor module for measuring air quality; 

o KY-038 – sensor module for measuring sound; 

o A photoresistor for measuring light intensity; 

o A linear rotary potentiometer of 50k Ohms; 

• An infrared receiver and an infrared remote; 

• A display made from 5 7 segment display elements and a 74HC595 8-bit shift 

register; 

• DS3231 – a Real Time Clock module; 

• A microSD module and the card itself (a 32 GB variant from Kingston); 

• A 9-volt adapter accompanied by a 9-volt battery. 

• A microSD USB card reader used for transferring the files generated by the 

microcontroller, in the offline operating mode, to the computer; 

 

Following the hardware step, the microcontroller was programmed using the Arduino 

IDE. The following functionalities were added: 

• Executing the commands given either by the interface or the remote control; 

• Providing feedback when receiving a command, either through the serial port 

or through the display, depending on the operating mode; 

• Implementing the communication protocol used to talk with the computer 

interface; 

• Creating a data packet that contains the sensor data bundled with the date and 

hour at which said data was recorded; 

• Either sending the data packets generated to the user interface, through the 

protocol, or saving it locally, on the microSD card; 

 

The graphical user interface was done in Microsoft’s Visual Studio IDE and 

programmed in the C# programming language. It has the following features: 

• Communication protocol implementation to communicate with the 

microcontroller; 

• Being able to configure the hardware system; 
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• Being able to view the received messages through a custom implementation of 

a serial interface; 

• Graphs and tables to visualize the data from the microcontroller, both in real 

time and from loaded data; 

• Saving and loading data in CSV (Comma Separated Values) or XLSX files; 

3 Implementation details 

3.1 Hardware implementation 

In the Fig. 1 the block diagram of the hardware system can be seen. Here it is shown 

how the Arduino Uno Rev3 board is connected to all the other hardware elements of 

the system. The 4 analogue sensors (light, air quality, position, and sound) are 

connected to the analogue inputs of the Arduino. The temperature and humidity 

sensor are connected to a digital input, as the module is digital. The infrared receiver 

as well is connected to a digital input. The DS3231 RTC module is connected to the 

I²C interface. The microSD module is connected to SPI. Of particular importance is 

the 5-digit 7 segment elements display. Here we used a 74HC595 8-bit shift register to 

reduce the number of digital inputs needed on the Arduino to only 3 pins. Otherwise, 

the board would not have enough digital inputs for the display. 

 

Figure 1. Block diagram of the hardware system 

 

 

3.2 Communication protocol 

3.2.1 System structure 

This chapter has the role of providing an overview of how the system works. I chose 

presenting the system through the communication protocol used because this is what 
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ties the hardware system with the graphical interface. In Fig. 2 and Fig. 3 the overall 

structure of the system and data flow of can be observed. The system can operate in 2 

different modes, online, or paired, and offline.  

In the online mode, the system is connected directly to a computer through a USB 

cable. The Arduino transmits data to the computer through serial, the interface then 

displays the received data in graphs and tables. 

In the offline mode, the hardware system is decoupled from the graphical interface. In 

this mode it must be supplied with 9 volts. Instead of actively transmitting data, while 

offline the system saves the data locally on a microSD card in a CSV file. Afterwards 

this file can be taken and loaded manually in the graphical interface for review.  

 

Figure 2. System structure – online mode 

 

Figure 3. System structure - offline mode 

3.2.2 Data transmission 

The communication protocol used is built on top of the UART communication 

protocol. Over UART a secondary protocol was created for communication of the 

data acquisition system. It is represented through the structure of the data packets sent 

and the system configuration commands. The packets were designed to be compatible 

with the CSV file type. Therefore, each comma inside the packet indicates the end of 

a value and the beginning of a new one. The data packets have the following format: 
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YYYY-MM-DD,HH-MM-ss-mmm,T----,U----,S---,P---,A---,L--- 

As it can be observed, the packet has 8 different values. The first 2 are the date and 

time while the following 6 are values obtained from the sensors. 

• YYYY-MM-DD represents the year, month, and day when the data packet 

was generated; 

• HH-MM-ss-mmm represents the hour, minute, second and millisecond when 

the data packet was generated; 

• T---- is the value of the temperature, which is represented with 1 decimal point 

precision; 

• U---- is the value of the humidity, represented with the same precision; 

• The following values indicate the sensor and the value generated by it in the 

interval 0 – 999: 

o S---- is the value of the sound; 

o P---- is the value of the position; 

o A---- is the value of the air quality; 

o L---- is the value of the light intensity; 

The various sensor used have a different sampling frequency. The data acquisition 

system works at a sampling frequency of maximum 10 data packets per second. 

However, not all sensors used can keep up with this pace. According to the data sheet, 

the temperature and humidity sensor DHT22 has a sampling frequency of 0.5 Hz, 

which means it measure once every 2 seconds. The system was configured not to 

collect data from this sensor unless at least 2 seconds have passed from the last 

obtained value. If the overall system has a sampling frequency greater than 0.5 Hz and 

the DHT22 sensor has not generated a new value, in the data packet for the 

parameters of this sensor a null value will be transmitted. In Fig. 4 the serial console 

of the graphical application can be seen with data packages received in real time. 

3.2.3 System configuration – graphical user interface  

Depending on the operating mode of the system, it can be configured in one of two 

methods. In the online, paired, mode, the configuration can be done directly in the 

interface by using the buttons in the GUI. The application sends serial messages to the 

controller which then executes the configuration commands it receives. In the offline 

mode, the system can be configured by using the remote control. 
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Figure 4. Serial console – viewing data packages 

Here are the configuration commands that the controller has programmed into it: 

• Config – asks the microcontroller for the configuration data saved within its 

EEPROM memory; 

• Online – if possible, the controller switches to the online operating mode; 

• Offline – the microcontroller switches to the offline operating mode; 

• Start – begin data transmission; 

• Stop – stop data transmission; 

• CanTUSPAL – activating or deactivating certain channels. The letters 

‘TUSPAL’ indicate the positions where, writing a 0 or a 1 enables or disables 

the corresponding sensor. For example, Can111111 is used to enable all the 

channels; 

• A numerical value in the interval [0, 10] 

o This represents the sampling frequency in message per seconds. For 

example, to transmit a message once every minute we will give the 

command 0.01666; 

• Salveaza – saves the configuration data in the EEPROM memory of the 

microcontroller; 

Initially, when the microcontroller is first powered on, it is in the idle mode where it 

does not transmit data. Data transmission must be explicitly enabled. 

3.2.4 System configuration – remote control  

For the remote-control configuration of the system, the display comprised of 7 

segment elements is important. It gives feedback to the user that the commands are 

received. In Fig. 5 are some of the messages the display can show. In order, they 

represent the following commands: Arduino online mode, Arduino offline mode, data 

transmission enabled, data transmission disabled, remote selected channel enabled, 

remote selected channel disabled, configuration saved, pre-set sampling frequency 01 

enabled, and finally an error message. 
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Figure 5. 7 segment display command feedback messages 

3.2.5 Communication protocol implementation 

In Fig 6. and Fig. 7 the control flow and logic of the software programs can be seen. 

For the microcontroller software, the diagram is valid for both online and offline 

modes, the single difference being the different mode of transmitting the data packets. 

Otherwise, the behaviour is identical. 

 

Figure 6. Activity diagram of the interface logic 
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Figure 7. Activity diagram of the microcontroller software 

4 Conclusions 

The system works as intended and can be a suitable solution for tracking parameters 

of interest in a living environment. It can operate in two modes: online, or paired, and 

offline. The system gathers data from sensors measuring various parameters from a 

room: temperature, humidity, light intensity, sound, and air quality. 

One disadvantage with the current implementation is the power usage. Configuring 

the system with a high sampling frequency consumes a lot of power, in this state the 

system can’t be used for a long period of time. The system can be improved by 

optimizing power usage, increasing power supply, as well as adding additional 
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functionality such as Wi-Fi, Bluetooth, or other wireless communication protocol. 

With internet communication capabilities such a system can be used and integrated 

with other Internet of Things systems to provide additional benefits.  

An advantage is the lower budget, as the resources of the Arduino Uno Rev3 were 

used to their fullest for this project, without being wasteful. The project could also be 

changed to use an ASIC (Application Specific Integrated Circuit), using just the 

ATmega 328, to reduce costs. But for the purposes of making an accessible, easy to 

use and understand system, that would hinder that goal. 
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Abstract 

The research investigates by conceptual modelling tools the requirements needed for a 

proper definition of a laboratory's products or services. By using a high degree 

generalization modelling language, under the research scope we investigate the 

product/service as a material test and/or calibration for measuring equipment. The research 

results expressed in modelling language are later implemented in an Assisted Management 

Application. 
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1 Introduction 

A laboratory of interest for the present paperwork is an organization that performs 

various tests and/or calibrations and extracts a set of interrelated data [1]. Gathered 

data later transformed into information, the laboratory issues a report stating the test 

or calibration results, and a declaration of conformity if such a request exists. The 

laboratory is expected to guard against data corruption by any means [2]. As a general 

perspective, a laboratory may act under accreditation as a degree of its testing and/or 

calibration competency and performance, accreditation being issued by the national 

accreditation body following the standard General requirements for the competence of 

testing and calibration laboratories - EN ISO/IEC 17025:2017 [3]. 

From another perspective, the laboratory, like any other organization, pursues  

financial health, and across different laboratories, different methods may be applied 

for the purpose. The fields to improve, according to American Productivity & Quality 

Centre (APQC), are Process Management, Continuous Improvement, Data and 

Measurement [4]. One may observe that intended improvements are also stated in the 

standard EN ISO/IEC 17025:2017 as requirements. It is the goal of this research to 

introduce a starting point for a management system application by modelling the 

products/services of a material testing and calibration laboratory. 
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2 Literature Review 

2.1 The term of “eLIMS”  

The term of “eLIMS” is broadly used over the Internet. Searching the terms of 

“eLIMS software” or “eLIMS laboratory” will return several results containing some 

exemplification, mostly having a commercial or marketing aspect. The term of 

“eLIMS” stands for “Laboratory Information Management System”, the e-particle 

indicating an electronic system as opposite to a classical, e.g. paper-based, system 

[5,6]. 

The “eLIMS” is approached by the literature as being a backbone of a laboratory [6] 

such that, from a management perspective, the importance of such a system is 

significant at least to say. Such a management system is currently described by 

literature in connection with other different systems, such as: i) Laboratory notebook, 

ii) Laboratory execution system, iii) Laboratory scientific data management, among 

other [1,5,6].  

Despite its today importance, at the beginning, the interest in such a software system 

was low, but with the rapid growth of data volume and complexity, the eLIMS had 

become an important tool into the laboratory management [5]. Changing the 

perspective, i.e., the field in which the laboratory is acting, one may observe the 

implementations and solutions for the cases of medical or bio-medical laboratories 

[18], but for the cases of industrial material testing and calibration laboratories, the 

spread of eLIMS solutions are relatively low even nowadays. 

2.2 Product versus Service 

The general meaning of the term product refers to "something which is produced" 

with the specialization "something resulting from or necessarily following from a set 

of conditions" [7]. The general perspective over a product represents a physical object 

that poses a specific set of characteristics such as one may classify the product as "a 

product, a service, a process, a person, an organization, a system, a resource" 

[8,9,10,11]. In a special context, the product may be analysed as an abstract or a social 

object [10]. In the same direction, the term service is explained as of the product 

equivalence [9]. However, the term service returns more meanings [13,14,15] and 

compared with a physical object, the evaluation of its quality and/or effectiveness 

becomes difficult to evaluate as long the service is intangible [14]. 

For the cases of a management system complying in a unitary manner with a set of 

standards (known as a management integrated system), the definition of a product or a 

service can be even more complex [16,17,18,19]. 

2.3 Product modelling 

The general perspective over a product represents a physical object but a larger 

perspective, including a service, or an abstract or social object, are possible objectives 

for modelling. The conceptual modelling represents the most general view [20] of a 

product for which it can be under study.  

A conceptual model has two components according to DiSalvo cited by [12,21,22] - 

the inner and the outer models. 
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Regarding the outer, one may observe from the literature the category and the 

ontology theories [12].  For the inner model, there are four views to depict: (i) 

Topological, (ii) Substantial, (iii) Temporal, and (iv) Functional [12,21,22].  

A specific aggregation of the enumerated views will supply in the end an identity to 

the object of which the model is under consideration [10,20]. 

A conceptual model can be formulated by a specific language, for exemplification in 

Fig. 1 the product conceptual model is graphically expressed by the Unified  

Modelling Language. Also, a formal language represents a possible formulation as in 

(1) [22]. 

 P = {S(Ok), O0, {δk}}, δk ∈ (hs ∘ ht ∘ hm ∘ hf ), 1 ≤ k ≤ (|c| − 1) (1) 

With P as a generic product (1) and Ƥ as a category (P ∈ Ƥ), S(Ok) is the structure of 

an object Ok ∈ P, O0 is the root object (in particular, the null product [20]), |c| is the 

cardinal of P, and hs, ht, hm, hf are the functions defining the topological, temporal, 

substantial and functional views of δk.  

With δk as a transitive transformation, then Uk(P) is the orbit starting from P, and  

Ok = O0 + δk [20]. 

The aggregation of the object, model, and definition results in the object's identity, 

and the proto-object implements it [12,23,24]. The proto-object is essentially a mental 

object and it can be further deployed by the concepts of potential components and null 

product [20]. The materialization of a proto-object is known as a prototype. 

2.4 Product’s orbit 

Product modelling includes concepts of transformation, hypostases, and orbit [20]. 

The product model starts from a root object, named by different authors as "thing", 

"object", "artefact", "endurant", etc. The root object poses the most general and 

abstract meaning [10]. The root object lacks the identity, components and qualities, 

only the function may be, at least partial, known.  

In Fig. 1 the root object is illustrated as “part”, defined by a dictionary (i.e., a 

restricted language). 

 

Figure 1. Conceptual model for product [10] 
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 To the root object, one may associate an identity by considering of a definition and a 

model combining outer and inner views. The object here is known also as a null 

product [20] and in association with a given identity the proto-object results (Fig. 1). 

It is to be noted that identity function may associate a function of fit (Fig. 1) which 

represents the evaluation of a knowledge space [21]. 

The proto-object represents the foundation of some other product’s model 

components such as development program, design, and configuration (Fig. 1), each of 

these having a precise contribution in creating the complete product model.  

The proto-object’s components evolve by various transformations resulting in various 

hypostases of the product and later in a product orbit [20]. A product orbit represents 

a complete view, all perspectives included, of a product [25]. 

3 Research Objectives and Methods 

Under the research scope, we consider the laboratory of interest as an information-

based organization. With the assumed laboratory typology, the laboratory’s 

management system becomes the subject for research from the effectiveness 

perspective. 

The research focuses on the laboratories acting on the field of material or product 

testing by destructive and/or non-destructive methods. A typical example represents a 

set of tests performed on metallic materials of any kind, e.g. – steels, iron, copper-

alloys, aluminium-alloys, etc. The ultrasonic examination of tubes (i.e., tubular 

products), magnetic particle testing for forged, cast or rolled products, etc. may be 

considered as a typical example. 

The research focuses also on the laboratories acting in the calibration of industrial 

measuring equipment, e.g. – gages, micrometres, temperature measurement systems, 

hardness testers, etc. 

It is the goal of the present research to propose and to build a computer-based assisted 

management application with the goal of management system’s effectiveness 

improvement in direct response to the ISO/IEC 17025:2017 requirements. 

The research preliminaries count on the elements of conceptual modelling introduced 

in section 2 and intend as outputs to define the general framework for the laboratory's 

product definition, such that to model not only the product, but the product’s orbit. 

The research focuses on product definition and on the method to implement such a 

product definition into a laboratory’s management integrated system. Under the scope 

of the present study, the term of product modelling refers to all the meanings the term 

of product poses (§2.3, §2.4). 

For a finite set of abstract objects standing as laboratory’s products, P = {pi}, 

 i = 0 … n, n = │P│, (2)-(4) define the characteristics of reflexivity, anti-symmetry, 

and transitivity, where ⋅ represents a relation of any kind between elements of P. 

 pm = pm (2) 

 pm ‧ pr = pr ‧ pm → pm = pr (3) 

 pm ‧ pr ˄ pr ‧ ps → pm ‧ ps (4) 
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4 General Frameworks 

With p as an abstract object (p ∈ P), considering (1) and the model depicted in Fig. 1 

we will define the model of a laboratory’s service (s) as in (5). 

 s ∈ p (5) 

We define s as a function of category (C) and the views of topology, temporality, 

substantiality and functionality, i.e., δk as defined in (1). Then, C and δk classify s (6).  

 s = C x δk (6) 

Following the model in Fig. 1, Table I (see §4.2) summarizes the parameters of 

service identity introduced by (6). 

4.1 Outer identity implementation 

The term of category introduces the theory of classes (objects and morphisms) into the 

laboratory's service model. A specific classification, i.e., a category-based 

classification, poses a high degree of generality. The current research focuses on 

identity morphisms, which by definition, is unique for every given object in the 

category, i.e., to every class. For exemplification, in Table 1 (see §4.2), one will 

expect that the designation of "Tensile tests" indicates a unique class of testing. A 

category has classes as elements (in this case the term of large categories is applied) 

or sets (small categories).  

This specialization introduced a tree-like structure in which the research focuses on 

verifying the relations in (2) – (4).  

 

Figure 2. Database implementation of outer model (screen capture Oracle SQL Developer)  
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Figure 3. Application eLIMS (screen capture eLIMS application)  

Continuing the exemplification, we can define the category of "Tensile tests" as being 

a small category (made by the sets of tensile tests at room temperature, and the set of 

tensile tests at elevated temperature), being part of a large category named, e.g., 

"Mechanical tests" (§4.2, Table 1). With a given large category, there should be a 

minimum of one large and one small, or at least two small categories. Along with the 

category, the location and the supplier (Table 1) will implement the outer model of a 

laboratory's service identity, with a possible implementation as illustrated in Fig. 2 

and 3.  

4.2 Inner identity implementation 

Four views are under consideration (Table 1) for the inner identity. The structural 

view implements the identification of the test or calibration method, the accuracy 

and/or uncertainty, and the associated performance indicators. 

The method and the work procedure are equipment-dependent. The collection data 

type means that the structural view may be optimally implemented by a relational 

database. Here the term of collection poses the characteristics of a configuration, with 

the specialization of configuration management (ISO 10007:2017 supplies more 

information on the topic). As a consequence, the laboratory's service structural 

identity is under construction by a unique collection (configuration) as illustrated in 

Fig. 4 and 5. 

The configuration of a laboratory's service is under control with the help of the table 

ERP_PL_VER_TBL (Fig. 4 and 6). It controls the exact version of each standard or 

working procedure declared by the table of ERP_PRG_PL_TBL by edition, revision, 

and transaction type. Every document declared in association with a given service 

may have different versions, but only one may be an active document. This constraint 

is implemented with the help of a trigger attached to the table ERP_PL_VER_TBL. 

A declared configuration is then kept under control by the tables 

CRM_PRD_ACRD_TBL and CRM_PRD_ACRD_POZ_TBL (Fig. 4). 
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Figure 4. Database implementation of structural view  

(screen capture Oracle SQL Developer v. 3.2, simplified view)  

The material view classifies the measured values in primary and secondary data 

depending on whether the gathered data comes direct from the measurement process, 

or it is the result of a transformation. The material view operates with both primary 

and secondary data. It implements and controls the "Technical records" as per 

ISO/IEC 17025:2017. The material view also supplies the control of data 

transformation to information, i.e. supplying the unit of measure for both standard and 

reading values. 

 

Figure 5. Application NNDT-eLIMS 

(screen capture NNDT-eLIMS application – structural view, reference documents) 
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Table 1. The laboratory’s service identity 

Model Name Type Quale 

Outer 

Category 
Natural/ 

Restricted language 

Test designation 

(e.g., “Tensile tests”) 

Calibration designation 

(e.g., "Calliper calibration") 

Location Natural language 

Laboratory premises 

Client premises 

Mobile premises 

Supplier 
Natural/ Restricted 

language 

Laboratory identification/name/address 

Inner 

Structure 
Collection 

(Configuration) 

Standards for tests or calibration 

methods 

(e.g., “ISO 13385-1:2019” 

Work procedures 

(e.g., “WP-04 Ed. 2019, Rev 4”) 

Equipment/Domain/Range/ 

Accuracy/Uncertainty 

(e.g., “Calliper/0-300 mm/0.5%”) 

Material Information 

primary data 

(e.g., “standard value”,” reading value”) 

secondary data 

(e.g., “transformed standard 

value”/”reading value”) 

Temporal Graph/ Partition 
Version number 

(e.g. “Ed.2020, Rev. a”) 

Function 

k-Matrixc 
{{Cha

j x rb
i}j}k 

(e.g., “Testing/Calibration Report”) 

Communication 
Communication channel 

(e.g., e-mail, post, etc.) 

a. Chj stands for the jth characteristic (quality) 
b. ri stands for the ith result (quale) 

c. a k-dimension matrix 
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Figure 6. Application NNDT-eLIMS 

(screen capture control of applicable Standard, ASTM E8/E8M) 

 

As already introduced, the referenced method and the corresponding work procedure 

are equipment-dependent. With the tensile test exemplification, in Fig. 7 and 8 there 

are a possible implementation of the relation of dependability and Table 2 presents the 

specificity of this relation.  

 

 

O1 – Tensile - Compression testing 

machine; 

O1.1 – fixing vice; 

O1.2 – extensometer; 

 

O2 – tensile sample assembly; 

O2.1 – tensile sample; 

O2.2 – fixing adapter; 

Figure 7. Tensile test machine and tensile sample fixing details for tensile test 

 

Among the objects which are part in the process of tensile test at room temperature, a 

series of specific relations occur (Fig. 8) as detailed in Table 2. 

 

 
Figure 8. Topology analysis for tensile test at room temperature (simplified) 
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Table 2. Whole-part relations 

Relation Definition 

PC (Participation) One object participates in a process or in an event 

PP (Proper part) An object is part of a higher degree object as in assembly-

subassembly 

FP (Functional Part) One object’s function participates to a process/event or can be 

associated to the function of another object 

SP (Spatial Part) One object is located in another object but is not part nor proper 

part of it 

UL (Underlap) Two objects are parts, or proper-parts, of another object 

UC (Under-cross) Two UL objects that are not part nor proper-parts one another 

5 A case study 

The concepts expressed in this paper were tested by the creation of an information 

application called Nuclear NDT eLIMS and NNDT-eLIMS stands for its alias. 

The goal of the NNDT-eLIMS application is to build an electronic computer-based 

information management system. In the pursuit of the goal, the research uses the 

following electronic infrastructure: 

− Oracle XE database, version 11.2; 

− Oracle SQL Developer, version 3.2; 

− Oracle APEX, version 20.2; 

− Oracle REST Data Services, version 20.4. 

5.1 The case study construction 

5.1.1 NNDT-eLIMS and management system effectiveness 

With R = {ri}, i = 1 … n, as the set of ISO/IEC 17025:2017 requirements, and  

D = {dj}, j=1 … m, as the class of documents/records in response to R, the 

effectiveness of the management system, E = {0,1}, is defined as in (7): 

 DRRrE ⎯→⎯→ ,  (7) 

In (7), with Γ, we denote a morphism dependent to the actual management system 

implementation, i.e., it may vary from one organisation to another, but as Γ is a 

morphism, the R and D structures are preserved. It is the goal of NNDT-eLIMS 

application to materialise Γ as for the case of SC Nuclear NDT Research and Services 

SRL, and to maximise the effectiveness of the management system, i.e., E = 1. 

For the case study of NNDT-eLIMS, we consider the product accredited by the 

National Accreditation Body - RENAR named as “Tensile test at room temperature” 

(original, “Încercarea la tracțiune la temperature ambiantă”) as defined by [26], 

position 1A.  
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Table 3. Case study product definition 

Parameter/definition Setting for case study 

Market Destructive tests 

Market segment Mechanical tests 

Specific need Measure or determine the Ultimate Tensile Strength, Yield 

Strength, Reduction of Area, Elongation, and Modulus of elasticity 

for Metallic materials/ Products made in steel 

Product function Determine the metallic materials' behaviour under applied tensile 

force and a predetermined temperature 

Object Tensile test standard sample 

Concept ISO 6892-1, ASTM E8 (metallic materials)  versus 

ISO 898-1, ISO 898-2, ASTM A370 (products made in steel) 

Language ISO 6892-1, ASTM E8 (metallic materials) versus 

ISO 898-1, ISO 898-2, ASTM A370 (products made in steel) 

Topology Fig. 7 and 8 

Temporality t│M(o) │= 2024-05 

Test rate → strain rate versus stress rate versus rate of separation 

Substantiality Type and dimensions of product versus type and dimensions of 

tensile sample 

Type of response → ISO 6892-1 Fig. 2 versus Fig. 3 

Rm, Rp/ReH/ReL → [MPa] 

Elongation, Reduction of Area → [%] 

Modulus of elasticity (Young’s) → [GPa] 

Functionality Out of scope 

 

Expanding the definition of the selected product within the case study had resulted in 

the matrix illustrated in Table 3. 

The matrix in Table 3 should be under consideration for every object in the product of 

interest, e.g., the objects illustrated in Fig. 7. 

Finally, with all details settled, the product definition result as in Fig. 3, where the 

unique identity is represented by the column “ID_ORG_PRG_PK”, i.e., the primary 

key. The primary keys were generated and queried later without errors as an evidence 

of success in the implementation of the concepts depicted within this research. 

6 Conclusion 

Within the present paperwork, we study the conceptual modelling technique as 

applied to the organizations, the scope of the study being with the material testing and 

calibration laboratory. 

We investigate the conceptual modelling application starting with a general product 

model, with the help of different views introduced by the study – inner and outer 

views. By using the suggested procedure, we establish an information structure to 

determine the identity of a given service (tensile test at room temperature was 
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considered for exemplification) provided by our laboratory of interest. Keeping the 

traceability of records (the orbit concept) represents an objective of high interest as 

this is a requirement of the reference standard.  

The proposed concepts, as defined in the general framework, and implemented into 

the NNDT-eLIMS application by the case study, validate the research’s goal and 

results, in term of the management system effectiveness. A mathematical equation 

expressing the effectiveness of the information management system is proposed for 

this specific subject. The NNDT-eLIMS application implements and tests the concept 

of effectiveness expressed by (7). 

The effectiveness was controlled by an information structure (the Γ set of relations) 

which was transformed into a database scheme to test the validity of the introduced 

concepts. The product identity in this case was substituted by a primary key ID as 

quale for D = {dj}. The unity of {dj}, i.e., the definition of a primary key, is the 

method to get the effectiveness of the management system.  

Based on the database schema, an application (NNDT-eLIMS) was built to manage 

the information within the work scope. The NNDT-eLIMS is currently used within 

the SC Nuclear NDT Research and Services SRL management system to demonstrate 

that the necessary conditions for accreditation are preserved. The NNDT-eLIMS 

application is employed when RENAR evaluate SC Nuclear NDT Research and 

Services SRL for accreditation under the scope of ISO/IEC 17025:2017 requirements. 

The utility of the present research goes in a better understanding of the work 

specificity of a material test and calibration laboratory as an information-based 

organization. The utility of the research goes further as the proposed framework can 

be extended to accommodate an electronic management of the information with 

specificity for the laboratory of interest, and even further, it permit extension of data 

and information management with new modules to connect the laboratory with its 

clients. 

 

Acknowledgment 
The present research is currently supported by SC Nuclear NDT Research and 

Services. 

References 

[1] Gerlach B., Untucht C., Stefan A.: Electronic Lab Notebooks and Experimental Design Assistants. 

In Good Research Practice in Non-Clinical Pharmacology and Biomedicine: Bespalov A., Martin 

C.M., and Steckler T. (eds.): Springer International Publishing, vol. 257, pp. 257-275, 2019. 

[2] EN ISO/IEC 17025:2017 General requirements for the competence of testing and calibration 

laboratories. ISO, Geneve, 2017. 

[3] RENAR, https://www.renar.ro/index.php/acreditarea, last accessed 2024/03/20. 

[4] APQC: 2024 Process & Performance Management. APQC, Houston, 2024. 

[5] Sun D., Wu L., Guomei Fan. Laboratory information management system for biosafety 

laboratory, Journal of Biosafety and Biosecurity, no. 3, pp. 28 – 34, 2021. 

[6] Schmieder F. et al. Universal LIMS based platform for the automated processing of cell-based 

assays, Current Directions in Biomedical Engineering, no. 5(1), pp. 437 – 440, 2019. 

[7] Merriam-Webster Dictionary, https://www.merriam-webster.com/dictionary/product, last accessed 

2024/03/20. 

[8] Tsimillis K.C.: Eurachem Training Programme - Data and information management, Pancyprian 

Union of Chemists, Nicosia, 2019. 

[9] ISO 9000:2015 Quality management systems -- Fundamentals and vocabulary. ISO, Geneve, 2015. 

[10] Borgo S., Vieu L.: From Physical Artefacts to Products. 

http://www.loa.istc.cnr.it/old/Papers/ProductFomi06-CR.pdf, last accessed 2006/11/15. 

112

https://www.renar.ro/index.php/acreditarea
https://www.merriam-webster.com/dictionary/product
http://www.loa.istc.cnr.it/old/Papers/ProductFomi06-CR.pdf


International Journal of Advanced Statistics and IT&C for Economics and Life Sciences December 
2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

[11] Vernadat F.: Enterprise Modelling: Research review and outlook. Computers in Industry, vol. 122, 

p. 103265, 2020. 

[12] Iliescu D.: Some Considerations on Universal Product Model (2) - Toward the Universal Product 

Model by UML. https:/dx.doi.org/10.13140/RG.2.2.30297.88162, last accessed 2024.02.18. 

[13] Merriam-Webster Dictionary, https://www.merriam-webster.com/dictionary/service, last accessed 

2023/03/10. 

[14] Liu X.X., Chen Z.Y.: Service quality evaluation and service improvement using online reviews: A 

framework combining deep learning with a hierarchical service quality model. Electronic 

Commerce Research and Applications, vol. 54, p. 101174, 2022. 

[15] Jaekel F.W., Zelm M., Chen D.: Service Modelling Language Applied for Hyper Connected 

Ecosystem. In Proceedings of the 2nd International Conference on Innovative Intelligent Industrial 

Production and Logistics 2021, pp. 209-215, 2021. 

[16] Barbosa A.S., da Silva L.B., Morioka S. N., da Silva J.M.N, de Souza V.F.: Item response theory-

based validation of an integrated management system. Journal of Cleaner Production, vol. 328, 

2021. 

[17] Biggeri M., Borsacchi L., Braito L., Ferrannini A.: Measuring the compliance of management 

system in manufacturing SMEs. Journal of Cleaner Production, vol. 382, 2023. 

[18] Khalifa A. et al.: A qualitative study of prevalent laboratory information. Genetics in Medicine, 

vol. 23, pp. 2171-2177, 2021. 

[19] Tomlinson E. et. al.: A Model for Design and Implementation of a Laboratory Information-

Management System Specific for Molecular Pathology Laboratory Operations. The Journal of 

Molecular Diagnostics, vol. 24, no. 5, pp. 503-514, 2022. 

[20] Gheorghe M. and Iliescu D.: Mathematical Modelling of Product Representations. U.P.B. Sci. 

Bull., Series A, vol. 81, no. 4, pp. 189-200, 2019. 

[21] Iliescu D.: Toward the Universal Product Model by Knowledge Space. 

http:/dx.doi.org/10.13140/RG.2.2.33101.79840, last accessed 2019/10/10. 

[22] Iliescu D.: Some Considerations on Universal Product Model. 

https://dx.doi.org/10.13140/RG.2.2.10165.22243, last accessed 2019/10/10. 

[23] Dirk W., Christof K.: Modelling attention to salient proto-objects. Neural Networks, vol. 19, p. 

1395–1407, 2006. 

[24] Rensink A. R.: Seeing, sensing, and scrutinizing. Vision Research, vol. 40, p. 1469–1487, 2000. 

[25] ISO 19440:2020 Enterprise modelling and architecture — Constructs for enterprise modelling. 

ISO, Geneve, 2020. 

[26] Certificat de Acreditare LI 617/29.01.2024, RENAR, 2024. 

https://www.renar.ro/index.php/oec/get_oec_details/42927, last accessed 2024/05/10. 

113

https://www.merriam-webster.com/dictionary/service
https://dx.doi.org/10.13140/RG.2.2.10165.22243
https://www.renar.ro/index.php/oec/get_oec_details/42927


 



DOI: 10.2478/ijasitels-2024-0011 

 

Categorical Mechanisms in Modelling 

Multiagent Systems 

Daniel C. Crăciunean1 

1Computer Science and Electrical and Electronics Engineering Department, 

Faculty of Engineering, “Lucian Blaga” University of Sibiu, Romania 

daniel.craciunean@ulbsibiu.ro 

  

Abstract 

The main contribution that this paper brings is the specification of multiagent systems, at the 

metamodel level, using an appropriate categorical sketch. We will see that category theory 

provides all the necessary ingredients for the formal specification of multiagent systems. In 

our approach, a multiagent system is specified by a static dimension and a behavioural 

dimension. For both dimensions we have defined a metamodel based on the categorical sketch. 

To specify the static dimension, we used a categorical sketch whose models are the states of 

the multiagent system. To specify the behavioural dimension, we introduced a Kripke-type 

categorical metamodel, which is based on a categorical sketch with constraints equivalent to 

the specified logical axioms. 

Keywords: multiagent system, categorical sketch, Kripke model, metamodel, modal logic 

  

1 Introduction 

A formal definition of the concept of agent, unanimously accepted by the community 

in the field, does not exist, but a multitude of characterizations have been issued, each 

with their pluses and minuses [1]. Although these characterizations of the agents are 

different, depending on the specific applications, they all include the notions of the 

environment in which the agents evolve and their autonomy. Autonomy means the 

ability of an agent to respond to environmental changes through various actions. 

If object-based modelling is characterized by the encapsulation of an object's attributes 

and access to them only through methods, agent-based modelling goes a step further 

and encapsulates the methods as well, so that access to the methods can only be done 

indirectly through messages. This approach leaves the freedom of the agent to decide 

which methods to use to achieve an objective. 

Because the property of autonomy was quite confusing, in the definition of the concept 

of agent, it was later replaced with the property of flexible autonomy. The resulting 

agent concept is that of an intelligent agent that has three important characteristics [2]: 

reactivity, pro-activeness and social ability. 

When designing a system, the designer seeks to achieve some global objectives that the 

resulting system must fulfil. Most of the time there is no agent capable of fulfilling these 

general objectives. An agent is able to fulfil local objectives. Global objectives can only 

be achieved by aggregating several agents, so that the fulfilment of their local objectives 
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leads to the achievement of these global objectives. The result of this operation of 

adequate aggregation of agents, in order to fulfil some general objectives, is a 

multiagent system. 

In general, the achievement of some objectives can be expressed by satisfying some 

logical formulas. One of the important objectives of logic is to provide languages and 

formal mechanisms for specifying reasoning on specific situations for the development 

of models. These languages and mechanisms must be, on the one hand, as intuitive as 

possible and on the other hand, endowed with rigorous syntax and semantics, without 

ambiguities so that they can be executed by a machine. In this context, modal logic 

plays a decisive role because it reduces the complexity of the language and at the same 

time preserves rigor. 

Most of the time, in these models, besides the concepts of space, time, events, human 

or artificial agents appear and therefore the concepts of knowledge, action, belief. Each 

of these concepts requires its own way of reasoning and as a result of this difference, 

multimodal logic was introduced, which allows reasoning with several modal operators. 

The reference model for specifying modal semantics is the Kripke frame, introduced by 

Saul Kripke in 1959, which nowadays has become a standard in specifying the 

semantics of multiagent systems, based on modal logic. We will introduce, in this paper, 

a categorical Kripke model for specifying the behavioural dimension of a multiagent 

system. 

The main contribution that this paper brings is the specification of multiagent systems, 

at the metamodel level, using an appropriate categorical sketch. Category theory 

provides all the necessary ingredients for the formal specification and analysis of 

models [6, 4]. In our approach, a multiagent system is specified by two dimensions, 

namely: the static dimension and the behavioural dimension. For both dimensions we 

have defined a metamodel based on the categorical sketch. 

Section 2 introduces some general notions and notations used in section 3 which 

presents the metamodel and the categorical model of a multiagent system. Section 4 

concludes the paper with some conclusions and future papers. 

2 Overview 

A category 𝓒 is a mathematical construct made up of two types of atomic components, 
namely formal functions that we call arrows, and objects that are the domains and 
codomains of the formal functions to which the function composition operation is added. 
In addition, the multitude of functions together with the composition operation form a 
monoid structure, i.e., it respects the associativity property and there is an identity 
function for each object. If 𝓒 is a category, we will denote with 𝓒0 the set of objects of 
this category, and with 𝓒1 the set of arrows of the category. 

In this paper, we will use especially the category that has sets as objects and as arrows 
functions with domains and codomains these sets, which we denote with Set, and we 
will also use the category that has graphs as objects and as arrows homomorphism 
between these graphs, which we denote by Grf. In this context, we will specify the 
multiagent systems, using as a metamodel, the categorical sketch, which is a 
mathematical object with precise syntax and implicit semantics. To specify the 
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semantics of these systems, we will use the Kripke structures, which we will specify, 
also through a categorical sketch. 

A categorical sketch is defined as a graph 𝓖, together with a set of constraints 𝓒(𝓖) 
imposed on the models through the components of the sketch graph. So, the categorical 
sketch 𝓢 is a tuple 𝓖=(𝓖, 𝓒(𝓖)) [5, 3]. The constraints on the models can be specified by 
commutative diagrams, limits and colimits in the classical form of the sketch or by 
logical predicates in the case of the generalized sketch [5, 3]. Commutative diagrams, 
limits and colimits have a great advantage in modelling, because they are generic 
constructs and can also be used in the generalized sketch for specifying predicates. 

A model of a categorical sketch 𝓢=(𝓖, 𝓒(𝓖)), is the image of the graph 𝓖, through a 

homomorphism of graphs, in the category Set; M:𝓖→Set, image that is subject to the 
constraints 𝓒(𝓖). A wide range of diagrammatic models used in software engineering 
can be defined as categorical sketch models [3]. 

Functors are similar to graph homomorphisms only that they respect the monoid 
structure of the set of functions with the composition operation, i.e., associativity and 
conservation of the identity function. Graphs can also be extended to free categories by 
composing arrows and adding identity arrows to nodes. To simplify the exposition, we 
will continue to use the name functor even when it is a homomorphism of graphs. 

To define the constraints, on the graph structure of the models, we need the diagram 
concept. A diagram D is a functor d, defined on a shape graph 𝓟, with values in a 

category 𝓒, i.e., a functor d:𝓟→𝓒. A diagram has the property that its image in the 
category 𝓒 preserves the shape graph 𝓟, even if several nodes have the same label or 
several vertices have the same label [5, 12]. This means that the category could only be 
ambient for the image of diagram D, without this image mapping exactly on a portion 
of the category. The role of the diagrams is to link the formulas of the first order logic 
(FOL) to the components of the models. 

We will specify the predicates that represent the constraints of the categorical sketch 

through the concept of diagram predicate signature. A set of predicates , together with 

an application ar:→Grf0, defines a diagram predicate signature. The application ar, 

maps each P to a graph, from the category Grf, which is called shape graph arity of 
P. The images of the application ar in Grf0 will be shape graphs for the diagrams that 
will map them to the components of the sketch graph 𝓢 and therefore the specified 
constraints by predicates will propagate on the models through the diagrams. 

Example 2.1. Let's suppose that we want to set the condition that the graph structure of 
all models of a sketch has the property that between any two nodes there is only one arc. 
This condition can be put by including in the diagram predicate signature, the predicate 

P1(x,y,z,rzx,rzy)=(a1,a2z((rzx(a1)=rzx(a2)(rzy(a1)= rzy(a2))a1=a2)) where the shape 

graph arity is ar(P1(x,y,z,rzx,rzy))=Span(x,y,z,rzx,rzy)=(x
    𝑟𝑧𝑥    
←    z

  𝑟𝑧𝑦    
→   y) and ar(x)=x, 

ar(y)=y, ar(z)=z, ar(rzx)=rzx, ar(rzy)=rzy. 

Shape graph Span(x,y,z,rzx,rzy), will then be mapped by a diagram to the sketch graph 
components. Through the functor that defines the model, these constraints will reach the 
components of the model. The role of the shape graph construct is to keep the shape of 
the graph signature at the model level. 

Intuitively, we can interpret the diagram predicate signature as a collection of procedures 
that implement the constraints defined by predicates having as parameters, formal 
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parameter graph, and diagrams, by means of some functors, associate formal parameter 
graph to actual parameter graph, nodes to nodes and arcs to arcs. 

In this paper we will use the categorical sketch to specify, at the metamodel level, the 
static dimension of a multiagent model and also to represent the behavioural dimension 
of the system. 

Each model of the categorical sketch that specifies the static dimension of the system is 
a state of the system and is characterized by the graph structure of the system and the 
values of some attributes attached to the components of the model, at a given moment 
[18]. The sketch models that represent the behavioural dimension are Kripke type 
models, which have the states of the system as possible worlds. The transitions of the 
system are the result of the actions of the agents, who act to fulfil some local objectives. 
Each type of agent is endowed with a specific modal logic. 

From a syntactic point of view, the basic modal logic language contains well-formed 
formulas, with the classic propositional logic operators to which two unary modal 

operators ◻ and ♢ are added. Depending on the specified modal logic, the two modal 

operators can have various interpretations, for example required for ◻, and possible for 

♢. The two operators are linked by the relation ♢φ=◻φ, where φ is a logical formula, 
and therefore, they are not independent. 

The standard for interpreting the formulas of modal logic are the Kripke models. A 

Kripke type model is a tuple M=(𝓚,𝓟,), where 𝓚=(𝓦,𝓡), is a graph, which is called 
a Kripke frame, 𝓦 is a set of possible worlds, 𝓡 is the accessibility relation on the set 

𝓦, 𝓟 is a set of atomic propositions and :𝓦→2𝓟, is an evaluation application that 

returns for each possible world w𝓦, the atomic propositions satisfied in the respective 
world. 

If we denote by 𝓡(v, w) the arc in 𝓡 that connects the world v𝓦 to the world w𝓦, 
then we can check if a well-formed formula is satisfied in the world v(v⊩φ) of the model 
M, inductively as [15]: 

M,v ⊩ p  p ∈ (v);   

M,v ⊩¬φ  M,v ⊮ φ; 

M,v ⊩ φ ∧ ψ  M,v ⊩ φ and M,v ⊩ ψ ;  

M,v ⊩ φ ∨ ψ  M,v ⊩ φ , or M,v ⊩ψ ;  

M,v ⊩ φ → ψ  M,v ⊩ φ implies  M,v ⊩ψ;  

M,v ⊩ φ ↔ ψ  (M,v ⊩ φ  M,v ⊩ ψ);   

M,v ⊩◻ψ  (for each w∈𝓦 with 𝓡(v,w), we have M,w⊩ψ);  

M,v ⊩♢ψ  (there is a w∈𝓦 such that 𝓡(v, w) and M,w ⊩ ψ). 

In general, the evaluation of modal formulas depends on the axioms we impose. In modal 
logic, one starts from an axiom, called axiom K:◻(φ→ψ)→(◻φ→◻ψ). Other important 

axioms that have been imposed in modal logic are: T:◻φ→φ; B:φ→◻♢φ; D:◻φ→♢φ; 

4:◻φ→◻◻φ and 5:♢φ→◻♢φ. 

In Kripke models, as we can see, the evaluation of a modal formula depends a lot on the 
accessibility relation 𝓡. There is an equivalence between axioms, or other logical 
formulas and the structure of the accessibility relation 𝓡. In our approach, we will take 
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advantage of this equivalence and impose the axioms through constraints on the relation 
𝓡, in a categorical sketch. 

3 The Categorical Model of a Multiagent System 

Agents are autonomous physical or logical entities that can perform actions in a certain 
environment in order to fulfil certain objectives. In general, they can observe 
environmental changes caused by other agents in a certain context and will make 
decisions based on these changes. We assume that each agent is endowed with a finite 
set of actions that it can perform. The performance of some actions is conditional on the 
state of the environment, which it perceives through the associative preconditions of 
each action and the objectives it pursues. 

Based on the preconditions and objectives pursued, the agent will have to choose from 
the possible actions those that satisfy his objectives in optimal conditions. This choice 
implies a certain logical reasoning in each state. In our approach, each agent will be 
endowed with a certain modal logic, based on which the agent will reason for decision-
making. 

When designing a multiagent system, the designer pursues a general objective, which 
cannot be known by each agent. Agents only have local objectives. Therefore, the system 
designer will have to make a convenient aggregation of a lot of local objectives to 
achieve the general objective. 

In order to achieve the objectives, most of the time agents must communicate and 
cooperate with each other. Therefore, a good structuring of a multiagent system will 
have to allow the encapsulation of cooperating agents in appropriate substructures that 
could cooperate or compete with other substructures depending on the general 
objectives. 

There are many and quite different approaches related to the organization of agents, 
some more flexible others less flexible [13, 14]. The categorical sketch is a formal 
construction, suitable for structuring agents and flexible enough to allow a great diversity 
of structuring multiagent systems. 

Each type of component is characterized by attributes and behaviour. A state of a 
component is represented by the values of the attributes at a given moment. A state of 
the system is represented by the graph structure of the system and the states of all its 
components at a given moment. The transactions of the system from one state to another 
are done by the actions of the components that can modify both the values of the 
attributes and the graph structure of the model within the limit allowed by the constraints 
𝓒(𝓖). 

Even if the categorical sketch will only specify static models, i.e., states of the multiagent 
system, it facilitates the specification of dynamic components through other related 
mechanisms. 

Each agent acts with the aim of achieving an objective: The objectives that an agent must 
achieve are specified by logical formulas, which will have to be satisfied in the following 
states. That is, an objective will be represented by a logical formula φ which is not 
satisfied in the current state but will have to be satisfied in the state after the action. The 
possibility of performing an action is also conditioned by the satisfaction of a logical 
formula in the current state. These decisions can be taken by an agent through a logical 
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reasoning with which it is endowed, as will be presented in the next section. The 
transformations produced by the actions of the agents will be made within the limits 
allowed by the constraints of the categorical sketch. 

Also, agents can move from one substructure to another, or new agents can appear in the 
system or some agents can disappear from the system, thus modifying the initial 
structure of the model. These structural changes can be specified by graph 
transformations of the model within the limits allowed by the constraints of the 
categorical sketch. 

In our approach, the agents' actions can have the effect of changing the values of the 

attributes as well as changing the graph structure of the model, within the limits allowed 

by the constraints of the categorical sketch. Therefore, we will specify a multiagent 

system on two dimensions, the static dimension and the behavioural dimension, each 

dimension with its own syntax and semantics. 

3.1 The Static Dimension of the Multiagent Model 

The syntax of the static dimension will be specified through a categorical sketch, and the 
semantics through the mapping of attributes to data domains and graphic structures to 
structures with known semantics (join, fork, etc.). 

The behavioural dimension is given by the actions of the agents that can modify the 
values of the attributes and the graph structure of the model. The syntax of actions will 
be represented by action signatures, and the semantics by mapping signatures to the 
double pushout algorithm and to algorithms that transform the values of the attributes. 

To define a categorical sketch, we need a diagram predicate signature which is a 

construct =(,ar) formed by a set of predicates  and an application ar:→Grf0, 

which associates to each predicate P from  an object from the Grf category, object 
called graph arity of P. 

A categorical sketch 𝓢 is a tuple 𝓢=( 𝓖, 𝓓()), where 𝓖 is a graph, called the sketch 

graph,  is a diagram predicate signature and 𝓓() is a set of diagrams indexed by the 

set of predicates , which have as shape graph, the images of the application ar in the 

Grf category [3]. That is, 𝓓()={dP:ar(P)→𝓖|P}. Thus, 𝓓() defines the signatures 
of the predicates that represent the constraints of the sketch on the structure of the models 
and maps them to the components of the sketch graph. A model of a sketch 𝓢 is the 

image of a functor M:𝓖→Set, which satisfies all the constraints specified by 𝓓() and 
represents an instance of the multiagent system, i.e., a state of this system. 

Next, we will consider that a directed graph is specified by a set of objects X, called 

nodes, a set of arcs , and two functions s,t:→X, which associate the source and target 
nodes to the arcs. 

In our approach, the nodes of the sketch graph represent concepts of the model such as 
agents, objects, groups of agents and roles, as well as elements of organizing and 
structuring of these components to form an adequate system. Sketch graph arcs represent 
sketch operators meant to help define constraints. Therefore, the sketch graph will have 
to be a type graph [7, 10, 11]. We will consider that the label of each node or arc of the 
sketch graph will correspond to the label of its type. That is, if we have a sketch 𝓢 and a 

model M:𝓢→Set, then, for each component c of the model typeM(c)=C where cM(C) 

120



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  

December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

and C is a component of the graph 𝓖. Thus, this categorical sketch becomes a metamodel 
for the static dimension of a multiagent system. 

Therefore, the sketch graph nodes represent types such as agent type, object type, group 
type, role type, etc., or types of relationships between them. These types can be 
decomposed into subtypes, if the constraints on the structure of the models require this. 
In Fig. 1, we have an example of a categorical sketch graph. We denoted with A the 
agent type, with O the object type, with G the group type and with R the role type. We 

also denoted with XY, the type of relationship between type X and type Y, meaning that 
concepts of type X can contain concepts of type Y. Of course, we cannot present a graph 
of the sketch that satisfies the requirements of all applications, and we do not intend to 
do so. 

As we have already mentioned, the generalized sketch defines the constraints in the form 
of signatures of logical predicates that have as variables the nodes and arcs of shape 
graphs. These special graphs, called shape graphs, are mapped by diagrams to the sketch 
graph components (Fig. 2). 

Example 3.1. In Example 2.1. we specified the constraint that between any two nodes of 
the models there should be a single arc, by including in the diagram predicate signature, 
the predicate P1(x,y,z,rzx,rzy) with shape graph arity, 

ar(P1(x,y,z,rzx,rzy))=(x
    𝑟𝑧𝑥    
←    z

  𝑟𝑧𝑦    
→   y). To map this shape graph to the components of the 

graph 𝓖 of the sketch 𝓢, we will use a diagram d1:(x
    𝑟𝑧𝑥    
←     z 

  𝑟𝑧𝑦    
→   y)→𝓖, defined as 

follows: d1(x)=d1(y)=X, d1(z)=, d1(rzx)=s, d1(rzy)=t. Note that although the nodes x,y in 
the shape graph are mapped to the same node X of the graph 𝓖, the image of diagram dP 
keeps the graph shape. 
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Fig. 1. An example sketch graph 
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Through the functor that defines the model, these constraints will reach the components 
of the model. The role of the shape graph construction is to keep the graph shape at the 
model level. 

Although universal constructs such as commutative diagrams, limits and colimits, are 
used especially in the classical categorical sketch, many times they are also very useful 
in the generalized sketch to define predicates as we can see in Example 3. 

Example 3.2. If we want to constrain the structure of any model of the sketch to be a 
connected graph, we can use a special limit, namely pushout, which is the limit of a span. 
It is known that the pushout of two functions f and g with the same domain of definition, 

which forms a span, X
𝑓    
←  Z 

𝑔    
→ Y, coincides with the set of equivalence classes 

determined by the equivalence relation  induced by the relation: xy, xX, yY if and 

only if  zZ so that f(z)=x and g(z)=y. 

In the case of a graph, the pushout of the source s and target t functions from the 
definition of a graph coincides with the equivalence classes determined by the 
equivalence relation induced by s and t on the set of graph nodes, i.e., it coincides with 
the set of connected components of the graph. Therefore, the constraint that the graph of 
any model is connected can be put by the predicate P2(x,y,z,rzx,rzy)= 

|pushout(x
    𝑟𝑧𝑥    
←    z

  𝑟𝑧𝑦    
→   y)|=1, i.e. the cardinal of the set pushout(x

    𝑟𝑧𝑥    
←     z 

  𝑟𝑧𝑦    
→   y), which 

represents the number of connected components of the graph to be 1, with the shape 

graph arity, ar(P2(x,y,z,rzx,rzy))=(x
    𝑟𝑧𝑥    
←     z 

  𝑟𝑧𝑦    
→   y), and diagram d2, which coincides with 

diagram d1, from Example 3.2. 

A model of the categorical sketch represents a state of the multiagent system. The 
semantics of a state is characterized by the values of the attributes and the graphical 
structure of the model. Also, a state of the model can be endowed with a lot of atomic 
logical formulas that characterize the values of the attributes and the graph structure of 
the model. 

3.2 The Behavioral Dimension of the Multiagent Model 

The behavioural dimension of a multiagent system is characterized by its syntax and 
semantics. To specify the syntax of the behavioural dimension of a multiagent system, 
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Set M 

       

Fig. 2. Mapping diagram predicate signature to the model 
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we will use as a metamodel, also a categorical sketch, as in the case of the static 
dimension, and to specify its semantics we will use a Kripke type model. 

The static dimension of the categorical model specifies the set of possible states of the 

system. Thus, if we have a categorical sketch 𝓢, there are many functors M:𝓢→Set, and 
each functor M represents a state of the model. We denote this set of functors by Mod(𝓢, 
Set). We assume that the set Mod(𝓢,Set) is at most countable and, therefore, we can 
index it with natural numbers. 

The transition from one state to another of the behavioural model is done by the actions 
of the agents involved in this model [9]. Thus, if the initial state of the behavioural model 

is 𝕴0, then the set of possible states 𝕴 of the behavioural model is: 𝕴={𝕴kMod(𝓢, Set), 

k1 | 𝕴k is the result of successive actions of the agents on 𝕴0}.  

In this notation we will understand that a functor 𝕴k, represents the image of the sketch 
𝓢, through the functor 𝕴k in the Set category. 

In our approach, an agent is characterized by a multitude of actions it can perform and 
by the logic it uses to make decisions. The performance of an action is conditioned by 
the state in which the model is located and by the objective it pursues in the following 
states. 

An action can change the values of the attributes of the model, but it can also change the 
graph structure of the model because, as we mentioned before, agents can move from 
one substructure to another, new agents can appear or some of them can disappear. All 
these changes can only be made within the limits allowed by the constraints of the 
categorical sketch. 

We will specify the structural changes of the models caused by the agents' actions 

through graph transformations. A graph transformation, =(L, R), is composed of two 
graphs, namely the left graph L and the right graph R, and a mechanism that specifies 
the conditions and the way to replace L with R. Because the structural changes, in our 
case, involves both deletions and additions, we will use the double-pushout variant 
(DPO), a graph transformation that is specified by three graphs L, R and K and two 

graph morphisms l and r: =(L
𝑙
←K

𝑟
→R) where K is an interface graph contained in both 

R and L [10, 11, 7]. 

The components of the graphs L and R will be mapped to the components of the graph 
𝓖, of the sketch 𝓢, by a pair of diagrams dL and dR, and will receive the types of the 
components of the graph 𝓖, and therefore will be shape graph typed. Now we can define 

an action of an agent as a pair a=(, p), where  is a graph transformation =(L
𝑙
←K

𝑟
→R), 

and p is a procedure with the property that R=p(L). Therefore, performing an action 

a=(, p), consists in applying the graph transformation  and calculating the values of 
some local attributes, associated with graphs L, R and K. Of course, the graph 
transformation could be an identity transformation that does not change the graph 
structure of the system in any way, but it is still useful because the graph L from the 

graph transformation  also has the role of locating the agent's action 

To model the semantics of the behavioural dimension of multiagent systems, we will 
use Kripke-type structures, which have an implicit semantics. In our approach, each 
agent is characterized by a multitude of actions that it is capable of performing and by 
the logic that it uses to evaluate the logical formulas necessary for decision-making. 
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If all the agents use the same logic to evaluate the formulas, then, in our approach, a 
semantic model of a multiagent system is a tuple: 

M=(𝓚, 𝓟, , w0, 𝓐c, , 𝓐g, , ), where: 

𝓚=(𝓦, 𝓡) is a graph in which the set of nodes 𝓦 represents the set of possible worlds 
and 𝓡 is a set of arcs between the elements of 𝓦; 

𝓟 is a set of atomic propositions, and :𝓦→2𝓟, is an evaluation application, which 
associates to each world the set of valid atomic propositions in that world. 

𝓐c is a set of actions, and  is a surjective function :𝓡→𝓐c, which associates an 
action to each arc; 

𝓐g is a set of agents, and  is a surjective function :𝓡→𝓐g, which associates an agent 
to each arc; 

 is a surjective function :𝓐c→𝓐g, which associates to each agent the set of actions it 

is capable of performing and which has the property =∘. 

We notice that the graph 𝓚=(𝓦, 𝓡), is, in fact, a Kripke frame, where 𝓦 is a set of 
possible worlds, and 𝓡 is the accessibility relation on the set 𝓦. Also, the tuple (𝓚, 𝓟, 

) specifies a Kripke semantic model for modal logic. 

The theoretical results showed that there is a direct correspondence between the 
satisfaction of some schemes of modal logical formulas and the properties of the 
accessibility relation 𝓡 [17, 8, 15, 16]. Thus, for axiom T to be satisfied, relation 𝓡 must 
be reflexive, axiom B is satisfied if relation 𝓡 is symmetric, axiom D is satisfied if 
relation 𝓡 is serial, axiom 4 is satisfied if relation 𝓡 is transitive, and axiom 5 is satisfied 

if the relation 𝓡 is Euclidean. Also, if the relation 𝓡 is functional, the formula ◻φ↔♢φ 

is satisfied, and if the relationship is linear, it satisfies the formula 

◻(φ∧◻φ→ψ)∨◻(ψ∧◻ψ→φ). 

Although a Kripke frame 𝓚=(𝓦, 𝓡), does not contain the atomic formulas satisfied in 

every world wW, it is important to be able to specify a Kripke frame that satisfies 
certain formula schemes as a whole. Thus, a Kripke frame 𝓚=(𝓦, 𝓡), satisfies a 

formula scheme , i.e., 𝓚⊩, if for any evaluation application :𝓦→2𝓟, in every world 

w𝓦, 𝓚,w⊩. Also, we have a theoretical result that says a Kripke frame 𝓚, which 
satisfies a scheme of formulas, satisfies all substitution instances of that formula [15, 
17]. 

Therefore, a model M=(𝓚, 𝓟, , w0, 𝓐c,, 𝓐g, , ), of a multiagent system 
characterized by a certain logic can be specified by constraints on the accessibility 
relation. Thus, if we want the model to be characterized by the KT4 logic, we will 
introduce the constraints that the relation 𝓡 be reflexive and transitive, if we want the 
model to be characterized by the KT45 logic, we will introduce the constraints that the 
relation 𝓡 be reflexive, transitive and Euclidean, etc. 

A model of a multiagent system may include concepts such as time, knowledge, belief, 
obligations, etc., which determine the formula schemes that must be satisfied. Therefore, 
in a multiagent system we will have to have for each type i of agents a distinct ◻i 

operator and, implicitly, a distinct ♢i operator. The i index of the agent type in modal 

operators implies distinct accessibility relations. 
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When designing a model for a multiagent system, it is important to establish precisely 
which formula schemes we need to be satisfied by each type of agent, and to specify 
constraints so that they are equivalent to these formula schemes. 

As we have already mentioned, for the specification of a metamodel, of the behavioural 
dimension of a multiagent system, we will use the categorical sketch. We will denote 

this sketch by 𝓢B=(𝓖B, 𝓓B()). In this case, the concepts involved in the metamodel are 
the agents Ag, with the corresponding subtypes, the relation R, with the sub-relations 
corresponding to each type of agent, and the actions Ac, with the subtypes corresponding 
to the types of agents. Thus, the graph of the categorical sketch, which specifies the 
behavioural dimension of a multiagent system, can be the one in Fig. 3. 

In our approach, the set of agents Ag will be a disjoint union of subsets of different types 
of agents; Ag=∐ 𝐴𝑔𝑖

𝑛
𝑖=1 , the relation R is a disjoint union of sub-relations; R=∐ 𝑅𝑖

𝑛
𝑖=1 , 

and the set of actions Ac is a disjoint union of subsets of actions of different types; 
Ac=∐ 𝐴𝑐𝑖

𝑛
𝑖=1 . These constraints can be elegantly be imposed, in the categorical sketch, 

by colimits of discrete diagrams [5, 3], which we will not specify in this paper. 

The constraints on the categorical sketch models are represented by the component 

𝓓B() by diagrams indexed by the set of predicates , which have as shape graph, the 
images of the application ar in the Grf category. 

 

An important part of the predicates involved in such a metamodel are those that impose 

restrictions on the relation R and on the sub-relations Ri, 1in. We will now exemplify 
some predicates that can impose constraints on the accessibility relations, conditions that 
can replace the logical formulas as mentioned above. 

The constraint that a relation Ri, be reflexive can be put through the predicate: 

Q1(x,y,s,t)=wx, ry, (s(r)=t(r)=w). 

The symmetry of a relation Ri can be imposed by the predicate: 

Q2(x,y,s,t)=r1y, (s(r1)=vt(r1)=w→r2y. s(r2)=wt(r2)=v). 

A relation is serial if the predicate is satisfied: 

. . .  

. . .  

. . .  

. . .  

s s s t t t 

   

   

   

Fig. 3. The categorical sketch graph 

specifying the behavioral dimension 
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Q3(x,y,s,t)=wx, ry, vx. s(r)=wt(r)=v. 

A relation is transitive if the predicate is satisfied: 

Q4(x,y,s,t)=u,v,wx,r1,r2y.s(r1)=ut(r1)=vs(r2)=vt(r2)=w→ry.s(r)=ut(r)=w. 

A relation is Euclidean if the predicate is satisfied: 

Q5(x,y,s,t)=u,v,wx,(r1,r2y.s(r1)=ut(r1)=vs(r2)=ut(r2)=w→ry.s(r)= 

vt(r)=w). 

A relation is functional if the predicate is satisfied: 

Q6(x,y,s,t)=wx, !ry. s(r)=wt(r)=v. 

A relationship is linear if the predicate is satisfied: 

Q7(x,y,s,t)=u,v,wx,(r1,r2y.s(r1)=ut(r1)=vs(r2)=ut(r2)=w→r3y,s(r3)= 

vt(r3)=w). 

A relation is complete if the predicate is satisfied: 

Q8(x,y,s,t)= v,wx, ry. (s(r)=vt(r)=w)(s(r)=wt(r)=v). 

All these predicates have the shape graph arity ar(Q)=x    t      
←    

      s    
←    y, defined as follows: 

ar(x)=x, ar(y)=y, ar(s)=s, ar(t)=t. Also, all these predicates will be mapped to the 

components of the sketch graph through a diagram 1:ar(Q)→𝓚, thus: 1(x)=W, 
1(y)=Ri, 1(s)=s, 1(t)=t, where i represents the relation on which we want to impose 
the constraint. 

Therefore, the component 𝓓B(), of the categorical sketch 𝓢B, will contain the diagram 

1, indexed by the predicates Qi, 1i8. 

Of course, these constraints can also be imposed through mechanisms specific to 
category theory, such as limits and colimits. For example, the condition that a 
relationship is total is equivalent to the condition that the graph corresponding to the 
relationship is connected. Therefore, the constraint that the relationship is total can be 

put through the predicate Q(x,y,z,rzx,rzy)=|pushout(x
    𝑟𝑧𝑥    
←     z 

  𝑟𝑧𝑦    
→   y)|=1, which indexes 

the diagram d1, from Example 2. 

Other constraints imposed for the categorical sketch 𝓢B refer to the functions ,,, 

respectively i,i,i, 1in. These functions must be epimorphisms. The necessary and 

sufficient condition for an application f:A→B to be an epimorphism is that the pushout 
of f and f is isomorphic to A. This can be specified by the predicate: S1(x,y,f)= 

|pushout(x     𝑓     
→    

     𝑓     
→     y)|=|x| with shape graph arity ar(S1)= x     𝑓     

→    

     𝑓     
→     y, defined as such ar(x)=x, 

ar(y)=y, ar(f)=f. This shape graph will be mapped to the components of the graph 𝓖B, 

from Fig. 3, by a set of diagrams as follows: diagram  defined as follows (x)=R, 

(y)=Ag, (f)=; diagrams  
𝑖


 defined as follows 

𝑖


(x)=Ri, 𝑖


(y)=Agi, 𝑖


(f)=i, 

1in; diagram  defined as follows (x)=R, (y)=Ac, (f)=; diagrams 
𝑖
 defined 

as follows 
𝑖
(x)=Ri, 𝑖

y)=Aci, 𝑖
(f)=i, 1in; diagram  defined as follows 

(x)=Ag, (y)=Ac, (f)= and diagrams  
𝑖
 defined as follows 

𝑖
(x)=Agi,  𝑖

y)=Aci,  


𝑖
(f)=i, 1in; 

The conditions that =∘ and respectively i=i∘i can be specified by the predicate: 
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S2(x,y,z,f,g,h)=rx, f(x)=h(g(x),  with shape graph arity ar(S2)=x
 
     𝑔     
→     𝑧

     ℎ     
←    

              𝑓            
→            y, defined 

as follows: ar(x)=x, ar(y)=y, ar(z)=z, ar(f)=f, ar(g)=g, ar(f)=f, ar(g)=g, ar(h)=h. This 

shape graph will be mapped to the graph components by the diagram  defined as 

follows (x)=R, (y)=Ac, (z)=Ag, (f)=, (g)=, (h)=, and by the diagrams i, 

defined as follows i(x)=Ri, i(y)=Aci, i(z)=Agi, i(f)=i, i(g)=i, i(h)=i, 1in. 

Therefore, in this metamodel ={Qi|1i8}{S1,S2}, and  𝓓()={1:ar(Qi)→𝓖 

|1i8}  {:ar(S1)→𝓖, :ar(S1)→𝓖, :ar(S1)→𝓖, :ar(S2)→𝓖}  {
𝑖
:ar(S1)→𝓖 | 

1in}  {
𝑖


:ar(S1)→𝓖 | 1in}  {

𝑖
:ar(S1)→𝓖 | 1i8}  {

𝑖
:ar(Si)→𝓖 | 1in} 

 {i:ar(S2)→𝓖 | 1in}. Depending on the requirements of the model, other constraints 
can be added, such as imposing a fixed or limited number of agents or actions. 

A model of the sketch B is a functor 𝕭:𝓖→Set, which satisfies all the constraints 

specified by 𝓓B(), where: 𝕭(W) is a set of possible worlds; 𝕭(R) is a set of arcs that 

define the accessibility relation on the set of worlds 𝕭(W); each 𝕭(Ri), 1in, is a set of 
arcs that define the accessibility relation on the set of worlds of agents of type Agi; 

𝕭(Ag) is the set of agents involved in the model; each 𝕭(Agi) , 1in, is the subset of 

agents of type Agi; 𝕭(Ac) is the total number of actions; each 𝕭(Aci), 1in, is the 

subset of actions of type Aci. By the functor 𝕭:𝓖→Set, we understand its image in the 
Set category, which represents a behavioural model of the multiagent system. We denote 
the set of these models by Mod(𝓢B, Set). 

3.3 Aggregation of the Two Models 

As we saw in the previous sections, both the static and the behavioural dimensions can 
be specified, at the metamodel level, through appropriate categorical sketches. 

The static dimension of the categorical model is represented, at the metamodel level, by 

a categorical sketch 𝓢=(𝓖, 𝓓()), which specifies the set of possible states of the system 
that we denoted with Mod(𝓢, Set). The transition from one state to another of the model 
is done by the actions of the agents involved in this model. If the initial state of a model 

is 𝕴0, Mod(𝓢, Set) then the set of possible states 𝕴 of the behavioural model becomes: 

𝕴={𝕴kMod(𝓢, Set), k1 | 𝕴k is the result of successive actions of the agents on 𝕴0}. 

The behavioural dimension of a multiagent system is represented, at the metamodel 

level, by the categorical sketch 𝓢B=(𝓖B, 𝓓B()), as we saw in the previous section. 

Now we can aggregate the two models to specify the categorical model of a multiagent 
system. A categorical metamodel for multiagent systems is a tuple MM=( 𝓢, 𝓢B), where 
𝓢 is a categorical sketch that represents a metamodel for the static dimension of the 
multiagent system, and 𝓢B is a categorical sketch that represents a metamodel for the 
behavioural dimension of the multiagent system. 

A categorical model of a multiagent system is a tuple: 𝓜=(𝕴, 𝕭, 𝕴0, 𝓟, ), where 

𝕴Mod(𝓢,Set), is a set of static models of the sketch 𝓢; 𝕭Mod(𝓢B,Set), is a 

behavioural model of the 𝓢B sketch, with the property that 𝕭(W)= 𝕴; 𝕴0𝕴, is the initial 
state of the system; 𝓟 is a set of atomic propositions, which characterizes the state of the 

system, and :𝕴→2𝓟, is an evaluation application, which associates to each state the set 
of valid atomic propositions in that state. 
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In this paper, we present only the general idea that is the basis of the specification of the 
logical language that specifies the behaviour of the agents without going into details. 
Each agent acts with the aim of achieving an objective. The objectives of an agent are 
specified by logical formulas, which it can satisfy through the actions it is able to 
perform. The agent pursues the satisfaction of some objective formulas that are not 
satisfied in the current world but can be satisfied after performing some actions, that is, 
in the following worlds. 

For each type of Agi agent, there is a subset 𝓟i of atomic formulas that such an agent 

can satisfy through its actions. Therefore, the set of logical formulas that a type of Agi 

agent can satisfy will all be well-formed formulas, starting from the set of atomic 

formulas that it can satisfy using logical operators. In a similar way, the logical formulas 

that can be satisfied by a group of agents can be specified. 

4 Conclusions and Future Work 

The most important conclusion of the paper is the fact that the categorical sketch is an 

appropriate mathematical mechanism for specifying models for multiagent systems, at 

the metamodel level. This metamodel can be the basis of the implementation of a 

domain-specific modelling tool endowed with a diagrammatic language. 

Constraints on models can be specified by universal properties in category theory, 

which can be implemented in the form of generic algorithms that work on all models 

specified by categorical sketches. 

I mention the fact that in this paper I did not deal with the problems related to 

parallelism and synchronization. Of course, the agents' actions can take place in parallel 

with the sharing of common resources, but this will be the subject of another paper. 

In the semantics based on the Kripke model, the accessible worlds are fixed. In a 

reactive Kripke model [19], the evaluation of logical operators can cause the 

reconfiguration of the model in which the formula is evaluated. In our model, graph 

transformations can be used to model this reconfiguration, but this will be the subject 

of another paper. 
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Abstract 

In the field of logistics, efficient scheduling and resource allocation are essential for ensuring 

the seamless flow of goods through transportation networks. This paper addresses the 

Interval Scheduling Problem, a combinatorial optimization challenge, in the context of 

logistics planning for goods transportation. The study examines how optimized appointment 

scheduling and resource allocation can enhance the performance of transportation networks. 

By combining theoretical insights, algorithmic solutions, and practical applications, this 

work proposes a comprehensive approach grounded in mathematical models that account for 

time, resource, and capacity constraints, alongside a computational implementation. 

Utilizing advanced computational techniques and real-time data integration, the proposed 

solutions aim to increase operational effectiveness and competitiveness while reducing costs 

in transportation logistics. 

Keywords: Interval Scheduling Problem, Time Slots, Resource Allocation, 

Combinatorial Optimization, Logistics, Transportation Networks. 

  

1 Introduction 

In today's interconnected world, large-scale transportation networks play a critical 

role in facilitating the efficient movement of goods and services. These networks form 

the backbone of global trade, supply chains, and local distribution systems [1]. 

Improving the efficiency of such networks is essential, as it directly impacts economic 

growth, operational costs, and service quality. Consequently, optimizing logistics 

operations within transportation networks has become a central focus of both 

academic research and practical development efforts [2]. 

While our previous research has predominantly addressed external aspects of 

transportation networks—such as routing and path optimization, including the well-

known Traveling Salesman Problem (TSP) and Vehicle Routing Problem (VRP) [14], 

[15]—a less explored area is the internal logistics within network nodes. This paper 

shifts the focus to understanding how goods are processed once they enter a node, 

such as a warehouse or distribution center, and how constraints and optimization 
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decisions within these nodes—related to resource allocation, timing, and capacity—

affect the overall flow and efficiency. Although past work has utilized heuristics, 

greedy algorithms, and dynamic programming for optimization [16], [17], [18], [19], 

there is still much to be explored regarding the internal logistics operations of these 

nodes. 

This study seeks to address this research gap by investigating the Interval 

Scheduling Problem (ISP) [3] as it applies to logistics within transportation networks. 

The ISP focuses on allocating tasks or activities within specific time intervals to 

maximize operational efficiency and minimize conflicts or overlaps in resource usage. 

In the logistics context, this involves scheduling deliveries, transport operations, and 

inventory management tasks across different logistical points in a way that ensures 

smooth and uninterrupted operations [4]. 

Classified as NP-hard due to its computational complexity [5], ISP necessitates 

advanced algorithmic solutions for effective resolution. Researchers and practitioners 

rely on dynamic programming techniques to decompose the scheduling problem into 

smaller, manageable subproblems. By recursively solving these subproblems and 

storing their solutions, dynamic programming optimizes resource allocation and 

minimizes scheduling conflicts within the constraints of time availability and resource 

capacity. 

The research question at the core of this study is: How can the Interval 

Scheduling Problem be effectively applied to optimize internal logistics within 

transportation network nodes, accounting for temporal, resource-based, and capacity 

constraints? By addressing this question, the study aims to contribute to the 

development of more efficient and reliable scheduling strategies that improve both 

operational performance and service quality in logistics operations. The findings are 

expected to provide practical insights into the management of internal logistics 

challenges and offer robust solutions for complex scheduling problems in this domain. 

The structure of the paper is as follows: Section 1 provides a review of both 

classical and contemporary literature on scheduling problems. Section 2 presents a 

mathematical model that addresses key constraints, such as operating hours, national 

holidays, team holidays, and the prevention of overlapping appointments within the 

same time intervals and available resources. Section 3 introduces the implemented 

solution using state-of-the-art programming frameworks. Finally, Section 4 analyses 

data sets and results, culminating in a set of conclusions based on the study’s findings. 

2 Literature Review 

2.1  Challenges of Uncertainty in ISP 

One of the key challenges in implementing ISP in logistics is managing uncertainty in 

processing and setup times. Article [6] highlights these challenges, emphasizing the 

need for resilient scheduling techniques such as robust optimization, stochastic 

programming, and scenario-based approaches to handle uncertainties effectively. 

These techniques are essential for minimizing disruptions and ensuring effective 

resource allocation in logistics operations. 
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2.2 Mathematical Models for Optimization in Logistics 

A substantial body of literature focuses on the development of mathematical models 

to optimize logistics operations. Article [7] introduces several crucial models such as 

linear programming, integer programming, and constraint programming, which are 

widely used for optimizing deliveries, vehicle routes, and work shifts. These models 

maximize resource utilization and minimize operational costs, playing a pivotal role 

in ISP implementation across various logistical nodes. 

2.3 Real-Time Decision Making in ISP 

The integration of real-time decision-making techniques into ISP is another 

significant theme in the literature. Article [8] explores the use of predictive models, 

including machine learning, to enhance scheduling accuracy. By incorporating online 

algorithms with predictive analytics, schedules can be dynamically adjusted based on 

real-time data, allowing logistics operations to respond swiftly to unexpected changes 

and improve overall operational efficiency. 

2.4 Heterogeneous Entities in ISP 

Another critical aspect of ISP in logistics is the consideration of heterogeneous 

entities—both in terms of agents and machines. Article [9] focuses on how 

heterogeneous agents with diverse preferences and constraints can complicate 

scheduling, necessitating robust allocation mechanisms that ensure fairness and 

efficiency without overlap. Similarly, article [10] addresses the complexities 

introduced by nonidentical machines with varying processing capacities, 

demonstrating how task allocation must be optimized to fully utilize these resources 

and enhance scheduling efficiency. 

2.5 Task Sequencing in ISP 

The sequencing of tasks is crucial in optimizing logistics operations (Fig. 1). Article 

[11] examines the permutation flow-shop scheduling problem, where tasks must be 

processed in a specific order across multiple machines. By applying constrained 

programming techniques, the study improves the sequencing of tasks to reduce delays 

and maximize throughput, which is directly applicable to ISP challenges in logistics. 

2.6 Resource-Related Constraints in ISP 

Scheduling in logistics is also influenced by various resource-related constraints, 

including team capacity, availability, and holidays. Article [12] investigates these 

variables using integer linear optimization to develop flexible scheduling solutions. 

These solutions accommodate both employee needs and operational requirements, 

ensuring sufficient staffing levels while preventing conflicts in ISP. 
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Figure 1 - A solution to an Interval scheduling problem 

2.7 Heuristic Methods for ISP Optimization 

Given the complexity of scheduling problems, heuristic methods play a critical role in 

providing efficient solutions. Article [13] demonstrates the effectiveness of heuristics 

in addressing NP-complete problems, such as those encountered in ISP. By using 

heuristic techniques, logistics operations can achieve near-optimal scheduling 

solutions, even in highly dynamic environments, ensuring efficient resource allocation 

and minimizing scheduling conflicts. 

The literature review has outlined the primary challenges and existing solutions 

in applying ISP to logistics, including uncertainty, mathematical modeling, real-time 

decision-making, heterogeneous entities, and heuristic methods. Building on these 

findings, this paper will focus on developing a mathematical model that addresses key 

constraints—such as timing, resource capacity, and availability—applied to the 

logistics component at the entry point of a node within a transportation network. This 

model aims to optimize internal logistics operations, ensuring efficient resource 

allocation and scheduling. 

3 Mathematical Model Overview and Contribution 

3.1 Key Contribution and Innovation 

The primary contribution of this paper is the development of a new, custom 

mathematical model that addresses specific constraints related to logistics within 

large-scale transportation networks. While existing studies on the ISP have addressed 

certain constraints, the novelty of this model lies in its ability to serve as a reference 

framework for managing the inbound flow of goods at network nodes, considering 

real-time constraints such as working hours, team availability, holidays, and 

overlapping operations. 

This model is particularly useful for second-mile or middle-mile logistics 

operations, such as transporting goods from logistics centres to local warehouses and 

can be adapted for use by both private and public entities, including retail companies 

and courier services. A key feature of the proposed framework is its ability to 

dynamically assess the availability of a node based on the constraints, assigning time 

slots that ensure efficient processing of goods. 
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3.2 Future Application and Hybrid Integration 

Beyond its immediate utility, this model offers significant potential as a reference for 

future studies and hybrid implementations. Specifically, it can be integrated with 

dynamic routing methods, such as those used to solve TSP. By combining the 

scheduling framework with routing algorithms, future systems can construct dynamic 

transportation routes based on real-time node availability, evaluated for each specific 

time slot. This integration would enable logistics operators to select optimal routes 

that consider not only the shortest or most cost-effective path but also the operational 

readiness of each node at a given moment in time. 

In this way, the proposed model paves the way for hybrid scheduling and routing 

solutions that can improve the overall efficiency of transportation networks, allowing 

for more intelligent decision-making and resource allocation in logistics operations. 

3.3 Mathematical Model 

3.3.1 Definition of the transportation network 

To address the complexities of logistics scheduling within transportation networks, we 

must first define the transportation network itself and structure it as a graph. In this 

graph, nodes represent logistical points such as warehouses, distribution centres, or 

retail stores, while edges depict the connections or routes between these nodes (Fig. 

2). For the ISP, as applied to logistics units within this network, we will construct 

concepts such as time slots, which refer to the flow of logistic arrivals at these points, 

considering various time, capacity, and resource constraints. We will analyse the 

problem by considering diverse constraints, detailed further, and develop 

mathematical models that we will use to build our solution. 

When considering these constraints, it is crucial to consider a wide array of 

heterogeneous factors that influence operational efficiency. These factors include 

varied working hours depending on the logistics node, differing team sizes and 

availability, and distinct types of merchandise, each requiring customized processing 

times. Additionally, operator preferences for scheduling arrivals at logistics points at 

different hours or frequencies, rather than in continuous succession, must be 

accounted for. Our proposed solution will integrate these diverse aspects and will be 

applied to a large-scale transportation network.  

 
Figure 2 - Representation of Transportation network 
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To enumerate all the constraints identified for our problem, they are as follows: 

• Availability only between Logistic Point Working Hours 

• Existence or absence of team holidays or national holidays set by the 

government 

• Overlapping with other operations or deliveries already scheduled in the same 

slots. 

• Type of merchandise involved in the transportation process (palletized, non-

palletized, mixed, oversized, etc.), and different processing times for each 

• Continuous system verification to ensure that time slots do not become invalid 

by transitioning into the past 

• Real-time calculation of availability for scheduling 

By addressing these factors through advanced mathematical models, we aim to 

develop a robust scheduling solution that enhances the overall performance of 

transportation networks, ensuring that goods are handled efficiently, and resources are 

optimally utilized. 

To define the transportation network for the interval scheduling problem applied 

to logistics, we consider a network consisting of a total of a work points (nodes), 

where b represents the number of logistics centres and (a – b) represents the number 

of stores, forming a complete graph. This means each node is connected to every 

other node, allowing for logistics arrivals from one point to another. Mathematically, 

the transportation network is represented as a graph G = (V, E), where: 

• V is the set of vertices (nodes), representing the logistics centres and stores. 

• E is the set of edges (connections) between the nodes 

V = {v1, v2, …, va} where v1, v2, …, vb represent the logistics centers and vb+1, vb+2, …, va 

represent the stores. 

The set of edges E is defined as: E = {(vi, vj) ∣ vi, vj ∈ V, i ≠ j}, this means that for any 

two distinct nodes vi and vj: (vi, vj) ∈ E and (vj, vi) ∈ E. Network Properties: 

• The number of nodes (vertices) in the graph G is ∣V∣ = a 

• The number of edges (connections) in the complete graph G is: ∣E∣ = a×(a - 1). 

By defining the transportation network this way, we ensure a fully connected 

structure that supports robust and efficient scheduling solutions. This comprehensive 

framework allows us to address the interval scheduling problem in logistics 

effectively, accommodating the diverse and interconnected nature of logistics 

operations. 

3.3.2 Definition of Logistics Scheduling at a Point 

To define logistics scheduling mathematically, we represent it as a set named 

SCHEDULE with specific properties. A logistics schedule at a point involves the 

allocation of time slots for the arrival and departure of goods, considering various 

constraints such as working hours, equipment availability, and processing times for 

different types of merchandise. We define the logistics SCHEDULE as follows: 

 

SCHEDULE = {(O, D, Ts, Te, Ct, St) | O ∈ Vcenters, D ∈ Vstores 

, (vO, vD) ∈ E, Ts, Te ∈ T, Ct ∈ C, St ∈ STATUSES} (1) 

, where: 

• O is the origin point (logistics center) from the subset Vcenters ⊂ V where 

Vcenters = {v1, v2, …, vb} 
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• D is the destination point (store) from the subset Vstores ⊂ V where Vstores = 

{vb+1, vb+2, …, va} 

• Ts is the start time of the logistics schedule, from the set of time slots T 

• Te is the end time of the logistics schedule, from the set of time slots T 

• Ct is the cargo type from the set of cargo types C 

• St is the schedule status from the types of STATUSES = {“New”, 

“Processing”, “Canceled”, “Completed” etc.} 

3.3.3 Dependencies (indirect constraints) 

3.3.3.1 Dependency on Cargo Type 

The logistics SCHEDULE depends on the cargo type Ct, which influences the 

processing time. Different types of merchandise require different handling times, 

affecting the start and end times of the logistics schedule. Ct ∈ C = {C1, C2, …, Cm}, 

where each Ci represents a different type of cargo (e.g., palletized, non-palletized, 

mixed, oversized) with specific processing times τ (Ci).  

τ(Ct) = Te − Ts (2) 

3.3.3.2 Dependency on Inventory Source Teams 

The logistics SCHEDULE also depends on the availability of teams at inventory 

sources. Let Lt be the set of all teams at logistics nodes V. Lt = {Lt1, Lt2, …, Ltn}, 

where each Ltj is associated with a specific node v ∈ V and has its own availability. 

It’s necessary to have at least one team defined for the destination node (point) (∀ vj ∈ 

V, ∃ Ltk, with Ltk (node) = vj), and not be on holiday. For checking an existing team 

availability, we assume that team is available every day, except when there are team 

holidays. Team holidays are defined as a set of associations between teams and 

specific days intervals:  

LtH = {(LtHk, xl) ∣ LtHk ∈ LtH, xl ∈ X}, where xl represents a team holiday period 

X = {(startTime, endTime) | startTime, endTime ∈ T (time slots) 

, endTime > startTime}  (3) 

3.3.3.3 National Holidays 

National government holidays can also impact the scheduling process. Let H be the 

set of national holidays for a given year. H = {h1, h2, …, hm}. Similarly, as team 

holidays, we define a set of associations between national holidays and specific days 

intervals: 

H = {(Hn, xo) ∣ Hn ∈ H, xo ∈ X}, where xo represents a national holiday period (4) 

3.3.4 Logistic constraints 

Availability only between Logistic Point Working Hours: 

(Ts, Te) ∩ (Lwhs, Lwhe) != ∅, ∀ Ts, Te ∈ T 

, where Lwhs, Lwhe ∈ {hours} represents the (start and end) working hours  

(for a specific weekday) of (logistic) point Ltj  (5) 

Overlapping with Other Unfinished Operations: 

(Ts, Te) ∩ (Ts′,Te′) = ∅ 

137



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  
December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

, ∀(Ts, Te), (Ts′,Te′) ∈ T and ∀ St, St’ ∈ STATUSES \ {“Finished”, “Canceled”} (6) 

Continuous System Verification: 

Ts ≥ current time, ∀ Ts ∈ T  (7) 

Real-Time Calculation of Availability: 

A (Ts, Te) ∈ {true, false}, availability status is based on real-time data (8) 

3.3.5 Comprehensive Scheduling Equation 

Finally, we define the comprehensive scheduling equation, incorporating all 

constraints ((1), (2), (3), (4), (5), (6), (7), (8)) for a specific logistics SCHEDULE: 

 

SCHEDULE = {(O, D, Ts, Te, Ct, St) | (vo, vd) ∈ E, (Ts, Te) ∩ (Lwhs, Lwhe) ≠ ∅ 
, (Ts, Te) ∩ H = ∅, count(Lt) ≥ 1, with Lt(node) = D, (Ts, Te) ∩ LtH = ∅ 
, (Ts, Te) ∩ (Ts′,Te′) = ∅, τ(Ct) = Te − Ts, Ts ≥ current time, A(Ts, Te) = true 

, ∀ O ∈ Vcenters ⊂ V where Vcenters = {v1,v2,…,vb}, ∀ D ∈ Vstores ⊂ V 

, where Vstores = {vb+1,vb+2,…,va}, ∀(Ts, Te), (Ts′,Te′) ∈ T, Te > Ts, Te’ > Ts’  

,∀ Ct ∈ C, ∀ St, St’ ∈ STATUSES \ {“Finished”, “Canceled”}}. (9) 

 

This comprehensive mathematical framework (represented visually in Fig. 3) ensures 

that logistics scheduling is efficient, considering all necessary constraints and 

dependencies. 

 

 
Figure 3 - Visual representation of proposed framework for restricted Interval Scheduling 

Problem 

4 Implementation of the Proposed Solution 

In this section, we will discuss the implementation of the solution for the interval 

scheduling problem described mathematically in the previous section. The application 

we have developed leverages well-known and widely used frameworks to ensure 

robustness and efficiency. The back-end processing is managed using PHP Symfony, 

a powerful framework that facilitates scalable and maintainable web applications. For 

data storage, we utilize a well-structured MySQL database, ensuring reliable and 

efficient data management. At the front-end, our application employs a variety of 

technologies to enhance the user interface and user experience. These include Node.js, 

JavaScript, jQuery, AJAX, Twig, Bulma and CSS. These technologies collectively 

contribute to a responsive and interactive user interface. To ensure portability and 
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streamline development and deployment processes, the application architecture is 

containerized using Docker. This approach not only enhances portability but also 

simplifies the management of dependencies and the deployment process across 

different environments. The application's functionality relies on the seamless 

communication between the frontend and backend via RESTful APIs. This 

architecture allows for efficient data exchange and ensures that the application can 

dynamically respond to user interactions and real-time updates. By integrating these 

advanced frameworks and technologies, our solution provides a comprehensive and 

effective tool for optimizing appointment scheduling and resource allocation in 

transportation networks, ultimately enhancing operational efficiency and reducing 

costs. 

The database has been populated with all streets, localities, and counties in 

Romania using a public governmental data source [20]. Subsequently, we con-

structed a transportation network that spans the entire country, encompassing 5 

regional logistics centres and 55 stores, each dynamically linked to an address. The 

transportation network is inspired by the distribution network of Dedeman stores [21]. 

Therefore, the variables from the mathematical model Section, have the following 

values: a = 60, b = 5. Major components of the applications are presented in Figure 4. 

 

 
Figure 4 - Major components of proposed framework 

 

The relationships between entities in the database are established using foreign 

keys to ensure dynamic connections and to enforce constraints that allow only valid 

values to be inserted. We have defined the LogisticSchedule entity, which serves as 

the main implementation of our problem. This entity is linked to the Status entity, as 

schedules can be in various processing states. It is also connected to the CargoType 

entity, where custom processing times are defined for each type of cargo. The 

LogisticSchedule entity is further related to the InventorySource entity, which defines 

the working schedule for weekdays and weekends, and is associated with teams 

(InventorySourceTeam) that may have specified holidays (TeamHoliday). Moreover, 

there is an entity for national holidays provided by the government. All these 
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relationships and entities in the database will help us validate when a new logistic 

schedule can be recorded in a specific slot, that is, for a certain logistics point, on a 

particular day, at a specific hour, and for a defined type of cargo. 

As discussed, the core implementation of our solution revolves around the 

LogisticSchedule entity, which will store all scheduled plans for a logistics point, only 

after all validations defined mathematically in the previous section have been verified. 

The proposed solution is based on a validation function that checks the availability 

status for scheduling a logistic appointment within a certain time interval, on a 

specific day, at a particular logistics point (the destination), which has assigned teams 

that may or may not have holidays.  

These teams can also be affected by national holidays. The scheduling is 

influenced by the type of cargo (considering that each specific type of cargo has 

different processing times and thus non-uniform slot occupancy), as well as the 

existence of other schedules with the condition that they are not in the final status. 

Additionally, it is impacted by the working hours of the store and the validity of the 

time moment.  

As mentioned, we have developed a function that validates the eligibility of 

creating a new schedule. This function is depicted in Figure 5. It returns a Boolean 

value. This function in turn calls five different singular functions, each of which also 

returns a Boolean value. We will present each of these functions immediately to 

highlight their significance and importance. If, in the end, each of these functions 

returns an appropriate result, then our main function will return true, indicating that 

we can record the schedule for the specified parameters at this time. 

 

 
Figure 5 - Validation function for presented solution of Logistic Scheduling Interval Problem 

 

The Function isFutureDateTimeValid ensures that the scheduled date and time 

for the logistics appointment are set in the future. It validates that the provided date 

and time are not in the past by comparing them with the current date and time. This is 

essential to avoid scheduling appointments for times that have already passed. 

The Function isNationalHoliday checks if the proposed scheduling date falls on 

a national holiday. This validation is crucial because national holidays typically affect 
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the availability of logistics services. The function queries the database to determine if 

the date lies within the range of any national holiday period. If it does, scheduling on 

that day is not permitted. 

The Function isAvailableAtLeastOneTeam ensures that at least one logistics 

team is available on the specified date at the given logistics point. It checks the 

availability of teams by considering their assigned holidays and other constraints. This 

function is fundamental to guarantee that there is sufficient human resource capacity 

to handle the logistics operations on the chosen date. 

The Function isWorkingHour verifies that the scheduling falls within the 

working hours of the specified logistics point. It retrieves the working schedule for the 

day (weekdays or weekends) and confirms that the logistics appointment can be 

accommodated within these hours. This ensures that the logistics operations are 

planned within the operational hours, avoiding conflicts with non-working periods. 

The Function isSlotAvailable checks the availability of the time slot for the new 

logistics appointment. It evaluates whether the proposed time slot overlaps with any 

existing schedules that are still active and not finalized. This function is crucial for 

preventing double-booking and ensuring that each time slot is dedicated to a single 

logistics operation, maintaining an organized and conflict-free scheduling system. 

By systematically applying these validation functions, the canMakeSchedule 

method ensures that all logistical appointments adhere to defined constraints and are 

feasible within the operational framework. Each function plays a vital role in 

maintaining the integrity and efficiency of the scheduling system. 

5 Results Assessment 

This section evaluates the performance and effectiveness of our application in solving 

logistics scheduling problems. We assess how well the solution adheres to defined 

constraints and improves the efficiency and reliability of the transportation network. 

Validation of Theoretical Models: We validated our theoretical models against 

real-world logistics scenarios by constructing a graph representing logistics centers 

and stores, incorporating constraints such as working hours, team availability, and 

cargo types. This approach, using real data, confirmed the accuracy and practicality of 

our models. 

Performance of the Scheduling Algorithm: The scheduling algorithm was 

tested across various logistics scenarios. Key performance metrics include: 

Accuracy: The algorithm consistently generated valid schedules, respecting all 

constraints. 

Efficiency: It handled numerous scheduling requests promptly, suitable for high-

demand environments. 

Scalability and Performance Analysis: The application demonstrated 

exceptional scalability and performance, maintaining reliability even as the 

complexity of the logistics network increased. Initially tested on a transport network 

with 60 nodes, the system was further validated experimentally with up to 500 nodes, 

representing logistics centers and stores across Romania. Under these expanded 

conditions, it continued to perform real-time validation for creating new schedules 

while accounting for existing ones. 

Performance metrics confirm the system's efficiency, with response times 

consistently under 10 seconds, even when handling up to 50 simultaneous user 
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requests generated using automated testing tools. Frontend AJAX requests ensured 

seamless real-time validation, effectively preventing invalid data entries. 

Practical Applicability: Our solution was assessed for practical applicability in 

real-world logistics operations. It effectively integrated diverse constraints, including 

team holidays and national holidays, demonstrating adaptability across different 

regions and industries. Real-time validation functions ensured schedules remained 

feasible and up to date.  

 

Analysis with Numerical Data: To illustrate, we consider the existing schedules 

for destination Store SRL Alba Iulia from Figure 6. 

 

 
Figure 6 - Example of existing schedules for specific Logistic Point 

 

On July 6, 2024, at 13:55:00, we attempted to schedule deliveries to destination 

Store SRL Alba Iulia with various start times on different days and hours, considering 

the cargo type as Oversized Cargo, which requires a processing time of 2 hours. The 

table below presents the scheduling attempts and their outcomes. In the column 

"Available Time Slot" we noted the system's response: "TRUE" if the scheduling was 

possible and "FALSE" otherwise, accompanied by the reason for the invalid 

scheduling. 

The operating schedule for the Alba Iulia store is Monday to Friday from 08:00 to 

18:00, Saturday from 08:00 to 17:00, and Sunday from 08:00 to 16:00. Additionally, 

according to the national holidays table, November 30, 2024, is Saint Andrew's Day. 

Furthermore, a vacation period for the Alba Iulia team has been set from August 15 to 

August 20, 2024. Table 1 presents the attempts and outcomes. 
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Table 1 - Validation of different schedule attempts 

6 Discussion: Comparison Between Our Method and TSP 

with Time Windows 

Advantages of Our Interval Scheduling Problem (ISP) Approach with Custom 

Constraints: 

• Dynamic Constraints Handling: Our method efficiently integrates various 

real-world constraints, such as working hours, holidays, overlapping 

operations, and merchandise types. These are highly relevant to logistics nodes 

and are checked in real-time, ensuring that the availability of time slots is 

accurately reflected. 

• Customized to Logistic Needs: By considering node-specific factors, such as 

team holidays and merchandise types, our solution is more tailored to the 

internal operations of logistic points compared to generic TSP with time 

windows. This allows for more precise planning and resource allocation within 

nodes. 

Nr. Start Time End Time Cargo Type 
Available 

Time Slot 
Reason 

1 
2024-07-06 

08:00:00 

2024-07-06 

09:59:59 

Oversized 

Cargo 
FALSE Invalid moment (past moment) 

2 
2024-07-06 

13:55:00 

2024-07-06 

15:54:59 

Oversized 

Cargo 
FALSE Invalid moment (past moment) 

3 
2024-07-06 

14:00:00 

2024-07-06 

15:59:59 

Oversized 

Cargo 
FALSE 

Slot unavailable, 

overlapping with another active 

schedule 

4 
2024-07-06 

15:00:00 

2024-07-06 

16:59:59 

Oversized 

Cargo 
TRUE - 

5 
2024-07-06 

16:00:00 

2024-07-06 

17:59:59 

Oversized 

Cargo 
FALSE 

Slot unavailable, outside 

working hours 

6 
2024-07-07 

08:30:00 

2024-07-07 

10:29:59 

Oversized 

Cargo 
FALSE 

Slot unavailable, 

overlapping with another active 

schedule 

7 
2024-07-07 

13:30:00 

2024-07-07 

15:29:59 

Oversized 

Cargo 
TRUE - 

8 
2024-07-07 

13:45:00 

2024-07-07 

15:44:59 

Oversized 

Cargo 
TRUE - 

9 
2024-07-07 

14:00:00 

2024-07-07 

15:59:59 

Oversized 

Cargo 
TRUE - 

10 
2024-07-06 

14:15:00 

2024-07-06 

16:14:59 

Oversized 

Cargo 
FALSE 

Slot unavailable, 

end time will be outside 

working hours 

11 

Any time 

between 

2024-08-15 

and 

2024-08-20 

Any start time +  

processing time 

Oversized 

Cargo 
FALSE Team is on holiday 

12 
2024-11-30 

(any time) 

Any start time +  

processing time 

Oversized 

Cargo 
FALSE 

National holiday (Saint 

Andrew's Day) 
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• Real-Time System Monitoring: Our approach continuously verifies that time 

slots remain valid, preventing issues caused by scheduling into past time slots. 

This real-time verification offers a higher level of accuracy and responsiveness 

than traditional TSP models. 

Disadvantages or Challenges: 

• Complexity: The introduction of multiple custom constraints increases 

computational complexity, especially when compared to TSP with time 

windows, which typically only accounts for a few constraints, such as travel 

times and delivery windows. 

• Scalability: Handling dynamic constraints in real-time, such as continuously 

monitoring holiday schedules or overlapping operations, may reduce 

scalability for larger networks. TSP with time windows is a more established 

solution that tends to scale better with larger networks due to its simplicity. 

Comparison with TSP with Time Windows: 

• Flexibility: While TSP with time windows primarily focuses on optimizing 

routes and delivery schedules within fixed windows, it does not account for 

the internal dynamics of logistics nodes, such as staff availability or different 

processing times for goods. Our ISP-based approach is more flexible in 

adapting to these internal constraints. 

• Real-Time Decision Making: TSP with time windows often works with pre-

set schedules, whereas our method incorporates real-time availability checks, 

offering more dynamic decision-making capabilities. This can improve 

efficiency in unpredictable environments but comes at the cost of increased 

system complexity. 

• Scope: TSP with time windows is primarily focused on external routing 

optimization. In contrast, our approach shifts focus to internal node operations, 

making it more suitable for environments where bottlenecks within nodes, like 

warehouses, are a significant factor in overall performance. 

7 Conclusions 

In conclusion, our analysis of the logistic interval scheduling problem highlights that 

the more detailed and real-world constraints we incorporate into our transportation 

network, the more complex the problem becomes. However, this increased 

complexity results in more adaptable and realistic solutions. By integrating custom 

constraints such as working hours, holidays, overlapping operations, and 

merchandise-specific processing times, our method creates solutions that are not only 

theoretically sound but also highly practical and robust in real-world logistics. 

Comparing our approach to the traditional Traveling Salesman Problem (TSP) 

with time windows, we observe that while TSP provides simpler, scalable solutions 

focused on external routing, it does not address the internal logistical complexities 

within network nodes. Our Interval Scheduling Problem (ISP)-based approach, on the 

other hand, captures these internal dynamics and offers real-time adaptability, though 

at the cost of increased computational overhead. 

Looking ahead, we plan to explore further the connections between TSP, Vehicle 

Routing Problem (VRP), and Logistic Interval Scheduling. Investigating how 

logistical constraints—such as capacity, resource availability, and time limitations—

affect the selection of optimal routes will be central to our future research. We aim to 
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develop heuristic solutions that account for all relevant constraints and variables, 

ensuring these theoretical ideas can be applied in practice. This work will focus on 

addressing the inherent uncertainty and complexity in transportation networks, with 

the goal of creating dynamic and scalable solutions for modern logistics. 
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Abstract 

The paper focuses on the development and testing of an advanced induction motor control 

method. This method, known as indirect rotor flux-oriented vector control, allows 

independent control of motor torque and flux, providing high dynamic performance similar 

to that of a DC motor. Additionally, the implemented system is sensorless, eliminating 

physical rotor position sensors, which reduces complexity and cost while increasing system 

reliability. The proposed system uses a rotor flux estimation algorithm, based on 

mathematical models, which provides the necessary information for vector orientation in the 

absence of a sensor. Additionally, closed-loop current control improves stability and 

accuracy of the control by correcting output current deviations from reference values. Thus, 

the system provides fast and accurate response in the presence of load variations and 

external disturbances. Simulations and experimental tests were carried out in the Simulink 

environment, where the proposed model was evaluated under various operating conditions. 

The results demonstrate the efficiency of the system and the validity of the method for 

industrial applications where precise and robust induction motor control is required. 

 

Keywords: three-phase induction machine, vector-control, rotor flux estimator 

  

Introduction 

Induction motors have been and continue to be widely used in industrial applications 

due to their robustness, durability and low maintenance compared to other types of 

electric machines. However, precise control of these motors presents significant 

challenges, as motor parameters vary with operating conditions and dynamics are 

complex. Indirect rotor flux oriented vector control has emerged as an effective 

solution to enable superior dynamic performance comparable to that of DC motors by 

decoupling torque and flux components, thus providing better motor handling in 

transient regimes and variable load. 

The literature includes numerous studies and researches that explore various methods 

of implementing vector control for induction motors. The flux-orientation method was 

originally proposed by Blaschke in the 1970s, and has since been extended and 

improved in many directions, including sensorless implementations to reduce the 

complexity and cost of industrial systems. The removal of flux sensors, for example, 

has become an important research direction due to the potential to simplify the control 
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system and increase its reliability in difficult operating environments. Estimating the 

rotor flux through mathematical models of the motor and using adaptive algorithms 

has proven to be an effective method to eliminate flux sensors, with sufficient 

accuracy for most industrial applications, [1], [2]. 

Closed-loop current control is also a key element in ensuring the stability and 

accuracy of the system. This approach allows rapid compensation of variations and 

disturbances by continuously adjusting the current, thus providing superior 

performance in induction motor control, [3]. Recent studies show that the integration 

of closed-loop current control with sensorless vector control methods leads to 

improved system performance under real operating conditions, [4]. 

With the help of the Matlab/Simulink platform, it is possible to develop and simulate 

the control models of induction motors, thanks to its ability to represent the 

mathematical complexity of the systems and to allow testing of different operating 

scenarios before physical implementation. This paper aims to study and implement 

indirect vector control of a flux sensorless induction motor with closed-loop current 

control using advanced simulations in Simulink to evaluate the performance and 

robustness of the proposed method. 

Mathematical model 

The mathematical model of the asynchronous motor is written in stator notation and 

describes the dynamic behavior of the machine based on electrical and mechanical 

equations. Typically, the vector representation for currents, voltages and fluxes is 

used within a system of fixed axes relative to the stator (d,q), which allows voltages 

and currents to be treated as scalar quantities for each of these two perpendicular axes. 

Thus, the stator and rotor voltage equations are, [4], 

 
dt

d
iRu ds
dssds


+=   

 
dt
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iRu

qs
qssqs


+=   (1) 

 qrr
dr

drr
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The stator and rotor flux components are, 

 drsrdssds iLiL +=   

 qrsrqssqs iLiL +=  (2) 

 dssrdrrdr iLiL +=   

 qssrqrrqr iLiL +=   

Where, dsdsds IU ,,  - d-axis components, 

  qsqsqs IU ,,  - q axis components. 

148



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  

December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

The general equation of motion and the expression of the electromagnetic torque are, 
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Where, Le TT ,  - electromagnetic torque and load torque. 

Rotor flux estimator 

For the indirect vector control with rotor flux orientation of the asynchronous motor, 

the proposed model uses a rotor flux estimation algorithm, based on mathematical 

models derived directly from the machine equations. With such models the partial 

state estimators are determined. These rotor flux estimation models provide the 

information needed for vector orientation in the absence of a sensor. For this paper, 

the "VI" estimator variant was chosen, an estimator that uses the stator voltage (V) 

and current (I) measurements to approximate the rotor flux. This type of estimator is 

relatively simple to implement and is used in applications where flux sensors are not 

available but indirect control of the induction motor is required. 

 In such situations, the mathematical model is determined from the motor 

equations written in the state space, [5], [6], 

 uBxAx +=  (5) 

Where: x – the vector of state variables, 

  u – system input (control). 

If the stator currents and rotor fluxes (6) are chosen as state variables, then equations 

(1) are modified as follows, 

  Trqrdsqsd iix =  (6) 
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Where,  
s

s
s

R

L
T =  - stator time constant, 

   
r

r
r

R

L
T =  - rotor time constant, 

   
rs

m

LL

L2

1−=  - leakage coefficient. 

Following the performed calculations, the mathematical model of the rotor flux 

estimator "VI" becomes, 

 
dt

di

L

LLL
iR

L

L
u

L

L

dt

d sd

m

rsm
sds

m

r
sd

m

rrd −
+−=

 2ˆ
 (9) 

 
dt

di

L

LLL
iR

L

L
u

L

L

dt

d sq

m

rsm
sqs

m

r
sq

m

rrq −
+−=

 2ˆ
 (10) 

Where, rd̂  and rq̂  - d and q-axis estimated rotor linkage fluxes. 

From the mathematical model (9) and (10) we can see the dependence of the "VI" 

estimator on all the main parameters of the asynchronous motor, except for the rotor 

resistance. However, the involvement of the stator resistance in the mathematical 

model of the flux estimator may lead to errors in the estimation of the rotor flux. 

Being a temperature-dependent parameter, correction filters are used in practical 

applications to compensate for errors in the estimation of the rotor flux. Fig.1 shows 

the "VI" estimator, where the stator currents are in the derivative form in relation to 

time and also the internal reaction term is missing. 

 

Figure 1. “VI” Estimator 

Simulation results 

The purpose of testing in the Matlab/Simulink simulation environment is to evaluate 

the performance and robustness of an advanced control method for induction motor. 

Specifically, the aim is to validate the operation of the indirect vector control, with 

rotor flux orientation, implemented in sensorless mode, with closed circuit current 

control, [7]. 

The objectives of the simulation are: checking the stability of the flux estimation in 

various operating regimes, including load and speed variations; closed loop current 

control validation; the dynamic response of the induction motor to speed and load 
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control under different operating conditions. All these tests were done on a three-

phase induction motor, with known parameters, Table1. 

Table 1. The three-phase induction motor parameters 

Parameter Value 

p  2 

 0,04 [kgm2] 

 2,71[ ] 

 3,53[ ] 

𝐿𝑠 0,268[ ] 

𝐿𝑟 0,274[ ] 

𝐿𝑚 0,265[ ] 

The general block diagram of this paper can be structured to reflect the main 

functional components of the control system, Fig.2. 

 

Figure 2. The block diagram of the control system 

In the "IFOC" control block, the two components that produce the electromagnetic 

torque (active quantities) are decoupled by orthogonality from the quantities that 

produce the magnetization flux (reactive quantities), (12) and (13). This block has no 

information about the flux, but its value is imposed by the system design through a 

flux generator and also in this block its position is determined in relation to the fixed 

stator system 𝜃𝑒 (11), Fig.3. 

 

Figure 3. The block “IFOC” using rotor flux and torque to produce command currents 
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The "TA" block performs the coordinate transformation of the stator electric current 

from the mobile rotor system to the fixed stator system, using the position 𝜃𝑒, 

determined in the command block. 

The "TPIM" asynchronous motor is fed from a time-modulated, current-controlled 

voltage inverter. In this specific case, a bang-bang control is used for the motor 

currents. At the entrances of the block “Voltage Invert.” the prescribed instantaneous 

values of the currents on the three phases and the measured values of the currents 

must be applied. When the actual current deviates from the prescribed current, the 

bang-bang control rapidly turns on and off the transistors in the inverter to correct this 

error, resulting in a rapid variation of the voltage applied to the motor. Thus, this type 

of inverter generates phase voltages applied to the motor through closed-loop current 

control, ensuring accurate performance and rapid adaptation to dynamic load 

requirements. 

The "Estim VI" rotor flux estimator block, Fig.4, has as inputs the stator quantities on 

the two orthogonal axes d-q of the electric voltages and currents. The output is an 

estimated value of the rotor flux, under the conditions of sensorless system operation. 

 

Figure 4. Rotor flux estimator block "VI" 

To carry out the simulations, it was considered that the induction motor starts at idle, 

and after 𝑡 = 0,5𝑠 a load torque is applied 𝑇𝐿 = 1𝑁𝑚. In the evaluation of the 

performance of the system operation, the prescribed values of the speed and the rotor 

flux are made through a step type signal. The interpretation of the graphs regarding 

the variation of the speed and the estimated rotor flux are important for understanding 

the performances of the indirect vector control system, in a sensorless system. The 

three analyzed scenarios assume variations of stator resistance (𝑅𝑠), rotor resistance 

(𝑅𝑟) and supply frequency (𝑓), respectively their impact on the magnetic and 

mechanical characteristics.  

With the prescribed values of the asynchronous motor from Table 1, the mechanical 

characteristics of Fig. 5 were initially obtained and the magnetic characteristic from 

Fig. 6, in transitory regime. It can be seen that both the speed and the estimated rotor 

flux converge towards the imposed reference value, 𝜔𝑟
∗ = 157𝑟𝑎𝑑/𝑠𝑒𝑐 and 𝜓𝑟

∗ =
0,8𝑊𝑏. 
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a) electromagnetic torque 

 
b) rotor speed 

Figure 5. Mechanical characteristics of the asynchronous motor 

Stator resistance (𝑅𝑠) plays a critical role in maintaining stability of rotor speed and 

estimated rotor flux in an indirect vector control system. Its value influences both the 

accuracy of rotor flux estimation and the overall system performance. After 

performing several simulations in which the value of 𝑅𝑠 changed by (+-50%) from the 

prescribed value, 𝑅𝑠 = 1,35Ω; 𝑅𝑠 = 4,06Ω, it was found that the system can maintain 

the stability of the rotor speed, its characteristic not being influenced, Fig.5. Also, the 

voltage drop across 𝑅𝑠 of the "VI" estimator is correctly compensated, so that the 

estimated rotor flux is constant and its variations are minimal, Fig.6. 

 

Figure 6. Characteristic of the estimated rotor flux 

Rotor resistance (𝑅𝑟) is an essential parameter in induction motor operation, having a 

significant impact on torque, speed characteristic and accuracy of rotor flux 

estimation. In an indirect vector control system, 𝑅𝑟 is used in the calculation of 

synchronous speed and rotor flux orientation. If the value of 𝑅𝑟 changes by (±50%) 

of the prescribed value, (𝑅𝑟 = 1,77Ω; 𝑅𝑟 = 5,3Ω), the characteristic from Fig.7 and 

Fig.8 are obtained. Thus, for a lower value (𝑅𝑟 = 1,77Ω), the motor shows a faster 
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response of the rotor speed, in transient mode. If the resistance value is higher, (𝑅𝑟 =
5,3Ω), then the system response is slower, Fig.7. 

 

Figure 7. Rotor speed characteristics for 𝑅𝑟 = 1,77Ω; 𝑅𝑟 = 5,3Ω 

The changes made on the rotor resistance have a negative impact on the rotor flux 

characteristics, Fig.8, observing the instability of the system. 

 

Figure 8. Rotor flux characteristics for 𝑅𝑟 = 1,77Ω; 𝑅𝑟 = 5,3Ω 

Another parameter for which the system stability is checked is the frequency, (𝑓 =
10𝐻𝑧; 𝑓 = 60𝐻𝑧), respectively the reference applied to the rotor speed, (𝜔𝑟

∗ =
2𝜋𝑓 𝑟𝑎𝑑/𝑠). From Fig. 9 it can be seen that the rotor speed characteristics converge 

towards the estimated value, the faster the lower the frequency. The influence of 

frequency on the characteristic of the estimated rotor flux can be seen in Fig. 10, 

where the instability of the system is visible for high frequencies. At low frequencies 

the graph remains unchanged, Fig. 6. 

 

Figure 9. Rotor speed characteristics for 𝑓 = 10𝐻𝑧; 𝑓 = 60𝐻𝑧 
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Figure 10. Rotor rotor flux characteristics for 𝑓 = 10𝐻𝑧; 𝑓 = 60𝐻𝑧 

Conclusions 

The paper highlighted the advantages and challenges of implementing indirect vector 

control of sensorless induction motors with emphasis on parameter variation, the use 

of a rotor flux estimator and overall system performance. 

The variation of the parameters, especially the rotor resistance, can affect the accuracy 

of the flux and torque separation. It has been observed that significant parameter 

variations reduce the performance of the IFOC algorithm, highlighting the need for a 

robust model or real-time adaptation method. 

The rotor flux estimator based on the volt-ampere (VI) integration technique has 

demonstrated the ability to provide accurate estimates under normal operating 

conditions. It is also relatively simple to implement and is used in applications where 

flux sensors are not available, but indirect control of the induction motor is required. 

IFOC has proven to be an effective solution, providing accurate motor control even in 

the absence of sensors. Simulations have shown that the method provides good 

dynamic performance, but practical implementation requires additional 

compensations for the effects of parameter variation. 

By integrating closed-loop current control, fast and robust system regulation was 

achieved, demonstrating the applicability of this solution in demanding industrial 

environments with high performance and reliability requirements. 
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Abstract 

This paper will address a theme that highlights the role of an electrical equipment in the 

electrical industry, focusing on the process of soldering components onto the surface of printed 

circuit boards. 

The choice of the theme "Reflow Oven with Wi-Fi Connectivity" was driven by the desire to 

create a system with practical and applicative outcomes. The aim is to develop equipment that 

facilitates the soldering process of Surface Mounted Device (SMD) components. Such an 

automated system is valuable in the production of small batches of equipment, such as 

electronic modules for prototypes or various applications. 

The equipment or electronic module aims to depict a Printed Circuit Board (PCB) on which 

both Surface Mounted Devices (SMD) and Through Hole Technology (THT) components are 

mounted. Throughout the paper, the implementation of an automated system capable of 

carrying out the soldering process for SMD components will be discussed. 

Keywords: IoT, reflow oven, Wi-Fi, soldering, PCB 

  

1 Introduction 

Humanity has been experiencing a powerful technological innovation in the 

development of electrical and electronic components and equipment, aimed at assisting 

people by integrating them into daily life. The automation and intelligent control aspect 

seems to increasingly take over both simple and complex operations, replacing human 

personnel, with a focus on complete automation of industrial processes and beyond. 

 

One of the most important categories of electronic devices consists of circuit elements 

that provide connectivity between devices or, specifically, to the internet. Connected 

devices are becoming more prevalent in people's purchasing desires because of their 

intuitive, simple, and user-friendly interaction and usage. 

 

From this perspective, Internet of Things (IoT) devices are increasingly present in 

people's homes and in the industrial environment due to their convenient interaction 

and numerous benefits. Through such connected devices, the user experience becomes 

much friendlier, as they can be controlled from devices users already own, such as 

mobile phones. 

 

In terms of construction, simplicity is the key, as IoT devices are largely uncomplicated, 

with few control or display elements. The entire interaction with these devices takes 

place through the internet using mobile phones, web pages, or other interconnecting 

devices. 
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For electrical devices to achieve remarkable performance, it is necessary for the 

components used to be energetically efficient. Therefore, the continuous search for new 

devices that propose energy improvements is essential, as electrical energy, the "raw 

material" of this industry, is crucial and cannot be wasted carelessly. Simultaneously, 

the improvement of current devices is pursued to approach the ideal characteristics, 

including minimal energy dissipation, low current consumption, fault-free operation 

over time, or the ability to withstand increasing command or data processing speeds. 

 

In the case of producing small series of equipment, industrial reflow ovens cannot be 

used efficiently due to factors such as the low number of printed circuit boards passed 

through the oven or the small number of components that need to be soldered onto the 

printed circuit board. Industrial reflow processes are most efficient when applied to the 

production of large batches of similar equipment. Therefore, acquiring an industrial 

reflow oven for small-scale needs is often impractical. Hence, the concept of designing 

a smaller device for such purposes is considered. This involves creating a compact 

reflow oven that closely approximates the characteristics of an industrial reflow oven. 

 

To benefit from this technology in small equipment series, the design of a much smaller 

system, compared to an industrial device, is proposed to carry out the reflow process in 

an easy and automated manner. Therefore, the chosen theme proposes the 

implementation of an automated system that serves as a reflow oven, which can be 

wirelessly controlled from various mobile or fixed devices by connecting them directly 

to the designed system. 

 

The designed system is intended for the production of prototypes, small or medium 

series of electronic equipment concerning soldering components onto the surface of the 

printed circuit board for interconnection purposes. 

 

Thus, the oven is defined as a well-insulated enclosure where the temperature will be 

controlled according to a certain characteristic initially set. The main idea is to create a 

system that monitors a temperature characteristic to solder Surface Mounted Device 

(SMD) components onto the printed circuit board using solder paste intended for this 

process. 

 

In this regard, a food preparation oven will be used, which will be entirely adapted from 

an electrical and mechanical point of view to meet the thematic requirements. 

Essentially, the significance of the theme lies in creating equipment that can monitor a 

temperature characteristic established according to the requirements of the components 

and solder paste. 

 

It is imperative that the communication with the entire device be wireless, functioning 

as an Access Point (AP). Devices with wireless connectivity can connect to it to 

establish communication following the Transmission Control Protocol/Internet 

Protocol (TCP/IP) model. The need for communication with the system arises from the 

desire for the reflow process to be monitored and controlled through a web page 

accessible from any device's browser, initiating the connection and communication with 

the terminal. From this perspective, the implementation method should not involve 

additional components to control the terminal; instead, they should be replaced by a 

web page interface, significantly reducing the use of electronic components. The 
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advantage of software implementation is that any command button or display can easily 

be transposed into a graphical interface by replacing them with virtual ones. The 

interaction with these virtual components can be done using devices that are already 

part of our technology era. 

 

Constraints related to implementation are accentuated by the fact that, from the 

beginning, a small-sized oven is desired for use in small equipment series. Thus, for the 

production of multiple electronic modules exceeding the oven's capacity, multiple 

soldering cycles will be required, repeated until the desired number of boards with 

soldered components is achieved. 

 

Another technical challenge would be the rapid cooling process inside the oven to meet 

the imposed reflow characteristic. In this regard, various methods for implementing the 

cooling system will be analyzed. 

 

The imposed objectives are related to the implementation of an IoT system, which is 

ultimately intended to be functional and productive. Requirements can be outlined 

starting from the main idea of implementing the described system based on a 

microcontroller with the greatest possible integration of peripherals required for the 

design, followed by the need to implement a temperature regulator and a web interface 

for oven control and monitoring. 

 

The device should be safe in terms of handling during operation and electromagnetic 

compatibility with other devices. It should also be environmentally friendly in relation 

to the surrounding environment or the power grid from which it will be powered. 

Among the requirements, the possibility of selecting the reflow curve through the 

graphical interface, as well as monitoring the process through real-time data 

monitoring, can be mentioned. 

2 Stages of Soldering through Reflow Procedure 

Soldering through reflow involves a series of well-defined individual stages in the 

process. The following presentation provides an overview of these stages as they 

constitute an important topic within the scope of the work. 

 

The stages through which the assembly requiring soldering must pass are described by 

the temperature variation curve of the reflow process, as depicted in Figure 1. 

 

The necessity for such a procedure arises from the fact that temperature represents the 

greatest adversary to electronic components. As soldering involves a thermal process 

on these components, it is crucial to control the thermal exposure. 
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Figure 1: Reflow Process Temperature Profile 

 

Achieving the correct temperature profile during the process ensures the quality of the 

resulting solder joints and is crucial for preventing component damage. 

 

The following are brief descriptions of the stages that must be followed for the assembly 

of electronic equipment, with reference to the aforementioned diagram: 

 

Preheating (Ramp up to soak temperature): This stage initiates when the assembly, 

consisting of the printed circuit board with pre-applied paste and components, is 

introduced into the oven. The goal of the first segment in the diagram is to gradually 

bring the assembly to a constant temperature. The gradual temperature increase avoids 

thermal shocks to the components, preventing potential damage. A sudden temperature 

increase could cause certain areas not to reach the required temperature due to their 

thermal mass. The temperature ramp-up rate typically ranges between approximately 1 

and 3°C. 

 

Soaking (Soak): After reaching the preheating temperature, the assembly enters the 

"soak" segment, where it is maintained at a constant temperature for an extended period. 

This stage ensures that the PCB and components reach the required temperature 

uniformly, considering possible thermal shadowing areas caused by larger components. 

Additionally, it allows for the removal of volatile substances from the solder paste and 

provides time for the activation of the flux. 

 

Ramp to Peak Temperature (Ramp to peak temperature): This segment involves a 

continuous temperature increase of the assembly to prepare it for the next stage. 

 

160



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  
December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

Reflow: This is the stage where the soldering process takes place. It reaches the highest 

temperature in the entire process. Soldering occurs as the solder paste melts, creating 

the necessary electrical connection. Microscopically, this stage is analysed from the 

perspective of the solder paste. The flux in the solder paste reduces surface tensions at 

the meeting point of the two metals (component pad and PCB pad), facilitating the 

formation of a metallurgical bond by allowing individual solder balls to combine 

through melting. 

 

Cooling: The temperature decreases for already soldered assemblies is carried out in a 

way that avoids potential mechanical or thermal stress on the components. Proper 

cooling inhibits the formation of excess intermetallic compounds (cold solder) or 

thermal shock. Cooling temperatures typically range between 30 and 100°C. The 

cooling rate is relatively fast, chosen to create a solder joint with a fine structure and a 

solid bond, ensuring mechanical strength through the solidification of the liquid metal. 

The described stages of the reflow process will serve as a foundation for designing the 

oven within the project. 

 

In the industry, large-sized ovens are used, and the entire mentioned process takes place 

horizontally. The structure of such an oven can be observed in Figure 2. 

 
Figure 2. Internal Structure of an Industrial Reflow Oven 

 

In addition to the previously described stages, it should be mentioned that an industrial 

oven will perform the entire soldering process in a gas environment, with nitrogen, 

which contributes to the quality of the solder joints. The absence of oxygen in the 

environment halts the oxidative process, positively impacting the quality of the solder 

joints. 

The oven is composed of several horizontally arranged segments, defining the 

temperature zones within the reflow curve. 
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3 Approach 

For the design of the entire system, requirements and ways in which they could be 

implemented will be specified by finding a theoretical solution that can be realized 

practically with the necessary materials. The final assembly needs to impose a safe 

operating regimen, considering the integrability of multiple components into the same 

system. 

 

The technical design of the system will be done in stages, dividing the entire assembly 

into subsystems that will eventually create the whole system. It is crucial that each block 

element to be implemented in the end constitutes a whole by combining all the blocks 

and imposing the condition of coexistence between them. In other words, each 

implemented block must take into account the other components of the system so that, 

when combined, the final system can be functional, stable, and safe. 

 

The main idea of a reflow oven is to have a controlled, insulated, and heated chamber 

where the reflow or "reflow soldering" process of SMD components takes place. Such 

ovens are used in the industry for mass production of electronic equipment. Before 

reaching the soldering process, one or more individual PCBs go through the process 

where solder paste is applied using a stencil, and then automated or semi-automated 

component placement takes place. Once the PCB reaches the equipped stage, soldering 

of the components is necessary. 

 

The reflow oven comes into play at this stage, making the soldering of components 

possible. It is important that soldering is done in a controlled manner, adhering to the 

data-sheet of the components, as well as the soldering details imposed by the solder 

paste in terms of soldering phases and temperatures. 

 

This paper aims to address this topic with the purpose of implementing such equipment 

following the stages of analysis and design. In the end, the goal is to obtain equipment 

that can produce small and medium-sized batches, enabling the soldering of multiple 

SMD components simultaneously while adhering to the stages of the reflow process. 

The oven is intended to be controlled and monitored wirelessly from a device. 

4 Implementation 

The starting point for designing the system involves traversing the reflow curve and 

establishing the necessary elements to enable temperature variations using the raw 

material described earlier. 

 

In the first stage of the reflow process, a gradual temperature increase occurs, involving 

the two heating elements and the fan for temperature homogenization within the 

chamber. Solid State Relay (SSR) modules will be used to control these three elements, 

connecting the DC control part to the AC power part. 

 

The decision to use SSR modules is influenced by their galvanic isolation between 

circuits and their ability to provide faster command execution compared to traditional 

relays with coils and moving armature. 
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Another important factor in choosing SSR command modules is their capability to 

switch at regular and well-defined intervals, ensuring a smoother current absorption 

from the power grid while respecting its sinusoidal shape as much as possible. Another 

element that requires power from the mains is the light bulb for illuminating the oven 

chamber, and a classic relay can be used for its control since it operates in only two 

states. 

 

For temperature monitoring, a 100Ω RTD sensor will be used along with a conversion 

element to be interpreted by the microcontroller. 

 

Regarding the cooling stage of the chamber, a fan will be used to introduce air into the 

oven, facilitating the cooling process. This stage involves the use of two elements to 

open and close the ventilation openings. 

 

Safety elements include the addition of a fuse across the entire oven structure to prevent 

unforeseen incidents, as well as a sensor to determine the state of the door during 

operation. 

 

Since audible warnings are among the most easily perceived, such an element will be 

added to emit sounds at certain stages of the process or in case of warnings. 

 

All these elements, of course, require a central control module to execute the entire 

soldering process. 

 

Finally, it is worth mentioning that the power supply needs of all modules within the 

equipment are another important consideration in its design. 

 

To provide a clear overview of the equipment's needs, a block diagram has been created, 

as shown in Figure 3. 

 

Figure 3: Block Diagram of the System 
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5 Technical solution 

To enable the interconnection of all modules designed throughout the work, the design 

of the printed circuit board (PCB – Figure 4) was necessary. Thus, based on the 

schematic that was created, each functional group of the schematic was translated into 

the PCB layout. 

 

Several essential considerations were taken into account for the PCB design, especially 

in this case when dealing with mains voltage, which will be present on the same PCB 

along with low voltages for supply and control, which are direct current. 

 

The PCB component layout aimed to create an imaginary line of separation between 

the section working with mains voltage and the section handling low voltages. 

 

Figure 4: Assembled PCB (Motherboard of reflow oven) 

6 Conclusion 

The entire conceptual mobilization discussed throughout the work originated from the 

desire to create equipment through which the soldering procedure of SMD components 

could be carried out as efficiently as possible. The adoption of this concept was derived 

from the industrial environment, where such equipment is capable of producing 

electronic modules on a large scale. However, these devices are intended for mass 

production of electronic modules, and the process for producing prototypes or small 

series of equipment is costly and cumbersome. 
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In this regard, studies were conducted on the soldering process and methods through 

which it could be performed on a much smaller scale. The objective of the study 

involved seeking solutions for implementing a reflow oven with functionalities as close 

as possible to those of an industrial oven. To achieve this goal, a small electric oven 

was used as the starting point for the research. 

 

It should be noted that heat is the greatest enemy of electronic components, and 

soldering SMD components onto the printed circuit board must be done in accordance 

with the manufacturer's specifications in terms of the reflow characteristic for specific 

components and solder paste. Although this process requires time, it is compensated by 

the correct operation of the components, preventing damage due to the heat involved in 

the soldering process. 

 

The constructive elements of the oven were analysed from both electrical and 

mechanical perspectives. Measurements were taken to determine the electrical 

parameters of the components, which was necessary for the implementation of control 

modules. Among the most important parameters were the supply voltage and current 

consumption. 

 

The next step involved the step-by-step creation of electronic modules, starting from 

elements that perform input functions to those that perform output functions. Input 

elements included temperature sensors and micro-switch sensors for door state 

detection. An industrial implementation method, using an integrated circuit, was 

employed to interpret the temperature sensor readings. 

 

Output elements included heating resistors, the light bulb, and the fan for air circulation. 

Control modules using Solid State Relays (SSRs) directly on the circuit board were 

created for these elements. Component choices were made within all functional blocks 

following detailed calculations and considering the objectives they were expected to 

achieve. Various simulations were conducted, along with practical tests, to ensure the 

implementation was both safe and functional. 

 

In the design process, an initiative was taken to consider the cooling process of the 

soldered module to fully comply with the reflow process characteristic. Additional 

elements were added to create an airflow to assist in cooling the oven enclosure. 

 

The project's scope is oriented towards the production of electronic modules, 

particularly rapid prototyping or creating small series of electronic equipment. In this 

context, the oven benefits the user by reducing the practical soldering time. 

 

Future development of the project will focus more on user interaction and functionality, 

aspects that form the basis of the software structure. There is a desire to enhance how 

the oven operates, closely following the reflow process. 

 

Another idea for further development is to create an Android application for easy user 

interaction with the equipment. The emphasis of the work has been more on hardware 

design. 
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In conclusion, such equipment is useful due to the advantages it offers users in terms of 

aiding the soldering of SMD components, which is not always easy to accomplish 

manually and is a time-consuming and energy-consuming process. 

 

Additionally, the advantage of such an IoT device lies in the fact that control can be 

done from devices we already possess. The reflow oven does not have peripheral 

elements that allow physical interaction with the user, such as buttons or various types 

of displays, resulting in material savings. Control is achieved solely through wireless 

means. 

 

It is worth mentioning that throughout the system's design, significant attention was 

given to the area of electrical safety, ensuring that the user is not exposed to potential 

hazards during the operation of the equipment. 
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Abstract 

A single-phase induction motor (SPIM) is one of the most widely used types of electric 

motors for applications that require small to medium power even his features don’t look very 

efficient energy parameters point of view. This motor runs on single-phase AC power, a real 

advantage for residential and light industrial applications and coupled with a DC permanent 

machine can emphasize its behavior in some specific situations. 

Starting and running performance of single-phase induction motor depend on running torque 

requirements of the load. Some statements about power factor and efficiency will be done, 

also. 

Keywords: SPIM, running torque, power factor, efficiency. 

  

1. Introduction 

1.1 Brief description of the SPIM 

Most single-phase induction motor are two-phase motors with unsymmetrical 

windings and their axes have perpendicular positions. One of the stator windings, the 

main one, is in 2/3 slots distributed and is supplied straight on the source. The other 

one, considered secondary one, can be disconnected from the source after starting 

process or can remain connected through a serial impedance. The role of secondary 

windings is to create a create a phase shift to start the motor. 

The rotor construction remains in conventional direction and the winding is a squirrel 

one which consists of conductive bars shorted at both ends.[1] 

The construction of a single-phase induction motor is done to realize operating 

features more efficiently when a single-phase power supply is available.  

1.2 Working Principle  

To produce a starting torque a phase shift is necessary to create between the 

sinusoidal space distribution of magnetomotive force (mmf). Without shift phase the 

stator windings will produce an equal forward and backward- rotating mmf waves. By 

symmetry, such a motor inherently will produce no starting torque since at standstill, 

it will produce equal torque in both directions (figure 1). 
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The role of secondary stator winding is more than obvious to determine an interaction 

between the magnetic field produced by the stator and the magnetic field created by 

the induced current in the rotor. The torque created by this action causes the rotor to 

start.[2] 

 

Figure 1. Torque-slip characteristic of a single-phase  

induction motor on the basis of  

constant forward and backward flux waves 

The resultant torque-slip characteristic, which is the algebraic sum of the two 

components curves (direct torque Td and inverse torque Ti), shows if the motor were 

started by auxiliary means, it would produce torque in whatever direction it was 

started. 

The type o impedance implemented could be resistive or capacity one. The expression 

of stator current from auxiliary winding is: 

  (1) 
Where:  - the value of auxiliary stator winding 

   - the supply voltage 

   - the value of impedance placed on auxiliary winding 

   - the impedance of main winding 

The maximum of starting torque is depending on the shift phase between phases (sc -

), due to the interaction of fields created when the currents pass the windings placed 

in 90-degree angle. The  is the argument of  impedance and sc is the argument of 

main short circuit winding.  

The expression of the maximum starting torque Tp max is: 

  (2) 

Where: KT – motor constant torque. 

   - the argument of main winding 

  sc – the argument of main short circuit winding (for identical windings).[3] 

The difference (sc -) represents the shift phase between windings if the phases are 

identical. If  is resistance, then  =0. In this case the starting torque is not so 

significative.  

The value of starting torque is significative if the impedance contains a capacitor. The 

problem is for considered value of capacitors is that the shape of rotational magnetic 

field is circular for a certain load. If will be another motor load the capacitance of 

capacitor should be changed. 
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1.3 Starting and running performance of single-phase induction 

motor. 

Classification of single-phase induction motor depends on the starting methods. 

Selection of the appropriate motor is based on the starting and running-torque 

requirements of the load, the duty cycle of the load, and the limitations on starting and 

running current from the supply line for the motor. The cost of single-phase motors 

increases with their rating and with their performance characteristics such as starting 

torque to current ratio. Typically, to minimize cost, an application engineer will select 

the motor with the lowest rating and performance that can meet the specifications on 

application.  

This paper presents a typical single-phase induction motor, connected to dc 

permanents generator used as a load. More, at the end to armature of dc generator 

winding a resistance is connected. This assembly is typical laboratory essay in 

according to study the features of the SPIM. [4] 

2 Simulation of a SPIM connected with a dc permanent 

magnet generator 

The electric drive is realised with a single-phase induction motor as electric motor and 

a dc permanent magnet generator coupled to the shaft of the induction motor. As the 

motor turns, it drives the generator to rotate within its magnetic field. This rotation 

induces a DC voltage in the generator’s stator windings.  

The electrical output from the generator is used to power a load, a resistance in 

this case.[4] 

2.1 Performance of SPIM coupled with a dc permanent magnet 

generator 

2.1.1 Description of the model 

This simulation model realized in MATLAB using Power Systems Blocks shows the 

operation of a single-phase asynchronous motor with auxiliary phase operation 

modes. 

This model uses single-phase asynchronous motor, a block existing in Matlab library, 

to compare their performance characteristics, such as torque, efficiency and power 

factor in different situations. The motor has 186.5 W, 220 V, 50 Hz, 1500 rpm. The 

system is fed by a 220V single phase power supply. It has identical stator windings 

(main and auxiliary) and rotor squirrel cage. 

The working machine is a dc permanent magnet machine with no pre-set data. 

The motor is first started at no load, at t=0. Then at t = 0.5 sec, a 0.3 Nm. torque is 

suddenly applied on the shaft (torque signal build with a signal generator). Also, the 

load machine (dc permanent magnet generator) is coupled with the second breaker. 

At t= 1 sec. the first breaker is disconnected, and the system works with the main 

single-phase induction motor feeds by supply. 
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The entire process of simulation ended at t = 2 sec. when the system remains 

stationary. 

2.1.2 The simulation model realised in Matlab/Simulink application 

In the figure 2 the simulation model is presented. The model was realised in Matlab 

2024 version. [5] 

 

Figure 2. Electric drive simulation system 

The model contains a subsystem for performance calculus: the power factor and the 

efficiency of the SPIM. To obtain these two parameters the usual equations were used. 

The equation for power factor is:[6] 

  (3) 

Where: P - active power 

  Q -reactive power 

  S- apparent power 

For the calculus of efficiency, the equations used is: 

  (4) 

Where: Pout –mechanical power 

  Pin – the power measured at the beginning of the system 

The values are obtained using a specific block from library named power which 

compute active and reactive powers of voltage-current pair at fundamental frequency. 

In the subsystem a multimeter is used for making the connections easier. 
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2.1.3 Results obtained from simulations. 

The Scope block displays the following signals for the model regarding SPIM: rotor 

speed (green trace) electromagnetic torque (blue trace), main winding current 

(magenta trace), auxiliary winding current, (brown trace), The mechanical power, 

power factor and efficiency of motor are computed inside the Performance of the 

system subsystem. Figure 3 describes the behavior of the system in the work sequence 

created. 

 

Figure 3. The behaviour of SPIM in total time considered. 

All three moments of simulations are well represented on the features. The major 

aspect is when the auxiliar stator winding is disconnected and the SPIM continues to 

run but with other values. The generator doesn’t have any major influence on the 

motor parameters. 

2.1.4 DC permanent magnet generator 

The parameters monitored on it are: speed wm[rpm], electromagnetic torque Te [Nm], 

armature current ia [A] and armature voltage U_dc [V]. The values obtained in the 

considered moments are presented in figure 4. 

As it described before, the electric drive is running in no-load conditions till t = 0.5 

sec. The moment when the resistance is coupled at the armature winding is very well 

emphasized on the simulations. 
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The system running at the same rotor speed at 150 [rad/s]. 

The output voltage of a DC permanent magnet generator is directly proportional to the 

speed of the rotor. At higher rotational speeds, more magnetic flux is cut by the stator 

windings, resulting in a higher voltage. 

For small-scale applications, DC permanent magnet generators can be more cost-

effective due to their simple construction. 

 

 

Figure 4 The dc permanent magnet output characteristics 

The energetic parameters, power factors and efficiency are presented in Table 1. 

Table 1. Table example 

Moment 

of time 

Tp 

[Nm] 
Power factor 

Efficiency 

[%] 

t = 0.4 sec 20.5 0.96 2.21 

t = 0.8 sec 21.5 0.96 2.4 

t = 2 sec 6.05 0.23 43.33 

 

If in the first two situations (before and after the connected DC permanent magnet 

generator) are quite similar, the third situation (when the stator auxiliar winding is 

disconnected) introduces a big difference between parameters. If the power factor and 

starting torque is reduced, the efficiency is increased. 
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3 Conclusions 

The application could extend to power other electrical loads, charge batteries, or 

be fed back into the grid. The generated DC can also be converted to AC if 

necessary, using an inverter.  

The advantages of this electric drive are simplicity and the low cost of single-phase 

induction motors. Using a structure with permanent magnet develops a process of 

reliability and low maintenance costs. The system emphasizes the possibility to 

generate DC power which is easier to store in batteries. 

But the system is less efficient than a three-phase motors drive and it is possible to 

require additional regulation for stable power delivery. Moreover, the power factor 

and efficiency are not feasible for higher power applications. 

Integrating such a system can be a practical solution for specific applications, 

especially in small-scale power generation and motor-driven systems. To increase 

efficiency a specific design and control strategies should be implemented. 
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Abstract 

This paper discusses the replacement of manual processes and the way in which the 

possibility of human errors in plant care is eliminated. The benefits that the intelligent 

system brings are the reduction of human errors, the reduction of time for plant care such as 

watering the flowers, checking the humidity of the plants, moving them to a brighter place. 
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1 Introduction 

Nowadays, the automation and efficiency of intelligent systems is increasingly 

pursued. This work in turn represents a replacement of manual plant care processes. 

The realization of this automatic process is done by taking and processing the data by 

a light detection sensor, a humidity sensor and a water level sensor. The data, once 

transmitted to a microcontroller, are analyzed in order to make decisions for the 

constant maintenance of brightness and soil moisture according to certain specified 

parameters. At the same time, the monitoring of the water level in the tank is done by 

the level sensor which, in case of emptying the container, will notify the user through 

a message sent by the microcontroller. 

After processing, these data will be displayed to the user through an Android 

application that can be installed on any smartphone starting from version Android 9.0 

or later and that uses Bluetooth technology. The application was created from the 

desire to facilitate the maintenance of plants, reduce costs by optimizing the 

consumption of resources, reduce human errors (for example adding too much or not 

enough water), save time and precisely monitor external factors, thus also having the 

facility to receive status through a notification to the user with the status of the entire 

system in real time. 

For an easier visualization and for the ease of physical design of the components that 

serve the work, a 3D prototype was made, with the appearance and approximate 

dimensions of the smart Plant Care System through Bluetooth technology (Figure 

1.0.). 
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Figure 1.0. Smart plant care system through Bluetooth technology - Prototype in SketchUp 

2 Introductory notes 

2.1 The .NET platform 

.NET is an open-source development platform, a free cross-platform, for making 

various applications. For this, multiple programming languages, editors and libraries 

can be used to create web applications, phone applications, desktop applications, 

games and IoT (applications that use the Internet). 

 

The main solutions offered by the .NET platform are the following: 

• Interoperability with existing code 

• Full language integration (inheritance support, exception throwing and 

debugging for multiple programming languages) 

• base class library 

• Code implementation in a simpler way [1]. 

 

Regardless of the programming language supported by this platform, the code can run 

on any compatible operating system. Different components that help the 

implementation: 

• Cross-platform .NET – for websites, console applications on Windows, 

servers, macOS, Linux 

• NET Framework – supports websites, desktop applications, services 

• Xamarin – a .NET implementation for building and running applications 

on all known mobile operating systems [2]. 
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2.2 Control system with negative feedback loop 

In a closed-loop control system the input signal is affected by the output signal. Using 

this information from the output to modify the system's input signal in some way, a 

feedback signal is applied to that system. Many times, the applied signal from the 

system output is compared with a reference input signal, and the result of their 

difference being used as the input signal on the control system. Often the input 

reference signal is closely related to the desired output signal, and this being a 

constant value with respect to time is called the input set point [3]. 

Such a closed-loop system of a soil moisture control system is shown in figure 1.3.1., 

where the input data is the optimum moisture, the error is the difference between the 

optimum soil moisture and the actual recorded value, and the response is given by the 

loop negative response. 

 

 

 

 

 

Figure 1.3.1. Closed loop control system 

 

Due to the negative feedback (negative because the output signal is subtracted from 

the input signal) the accuracy of the system with respect to the desired value is greatly 

improved compared to the response of an open-loop system, this is because the goal 

of the control system is to minimize the error between the output and the reference 

value input. 

A disadvantage is that in a closed-loop system oscillations can occur at the output that 

would not occur in an open-loop system. These oscillations can occur in an attempt to 

minimize the error as much as possible. 

3 System architecture 

As part of the project, the system is made up of four major components. The control 

system part is composed of three modules: 

 

• sensor part (light sensor, water level sensor, soil moisture sensor) 

• actuator part (water pump, LEDs) 

• the communication part (Bluetooth) 

179



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  
December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

Figure 4.1. System block diagram 
The fourth component of the entire system is the mobile application that uses the 

Android operating system. 

The functionality of the whole system has as its first step the reading of data through 

the sensors, the data is analyzed and processed according to the program with which it 

is programmed on the Arduino development board and it will make decisions 

according to certain parameters. 

 

The criteria by which the system will act: 

 

• If the brightness reaches a specified minimum threshold, the LEDs will be on, 

and when the maximum threshold is reached, they will be off. 

• If the soil moisture level falls below the specified limit, the motor will be 

turned on to pump water for the plant, otherwise, if the moisture level exceeds 

the set maximum threshold, the motor will be turned off. 

• If the water level in the tank is below the set level of the sensor, a message 

will be generated for the user to add water, otherwise, a status will be 

displayed to inform the user that the tank is still full. 

 

All this data is checked every 60 seconds to be updated in real time. The control 

system will send the data to update it within the mobile application as well. 

4 Software component 

4.1 Algorithm Implementation for Arduino Mega 2560 

The code implementation for the Arduino Mega 2560 development board was done in 

the Arduino IDE 1.8.19. The first part of the program includes the Arduino.h libraries, 

<WS2812FX.h> [19] and which serve to recognize the internal functions of the 

Arduino language, namely the LED library. 

Also, in the first part of the program, you can find the definition of some variables for 

the set pins and variables with predefined values that will later be used when 

comparing with certain values. 
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To be able to check values for the variable MOTOR_START_COUNTING_5s which 

will be a flag that will signal the moment when 5 seconds have passed, a boolean type 

variable (this one having only the value of 0 or 1 - High or Low) will be declared 

similarly for variables that signal engine that has been running for 60 seconds, LED 

status, LED pin status. The declaration of such a flag for the example given above is 

done as follows (similarly for the other flags used): 

 

boolean MOTOR_START_COUNTING_5s LOW; 

4.2 Code implementation and structure of the greenApp mobile 

application 

To view the data and how to manage the smart plant care system, a mobile application 

has been created that can be installed on any smartphone device, starting from an 

Android version 9.0 or later. 

The system is implemented to access data without the need for physical connections, 

the application using Bluetooth technology for short distance control, where the 

communication protocol used to transmit and receive data is called Bluetooth 4.0. 

The greenApp application was implemented with the aim of facilitating the 

maintenance of plants that have specific moisture and light requirements. For 

example, for a cactus, the brightness level must be increased, and the humidity level 

must be very low, whereas for an orchid, the brightness level can be average, but the 

soil humidity level must be very high. 

Another advantage that greenApp brings is the reduction of costs by optimizing the 

use of resources and reducing human errors. An error could be that when we water the 

plants, we can add much more than needed or not enough water, this problem is 

solved by the control system that constantly monitors the plant through sensors and 

makes intelligent decisions so that the level of brightness and humidity will always be 

the most optimal. 

A user warning system has been implemented for the situation where during plant 

monitoring the water level in the tank is detected as almost empty. The user will be 

alerted by a message in the water level status section. 

The system status is monitored in real time; thus, a data update is performed every 60 

seconds. 
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Open page from the first button shows us the name of the accessed page in the top 

bar, a suggestive title in the middle of the screen, the text with the description of the 

application and an image of the device. (Figure 5.1.) 

Figure 5.1. Application description page 

5 Conclusions 

In the framework of this work, we created a smart plant care system through 

Bluetooth technology with the aim of finding a way to replace manual processes and 

eliminate human errors. The fact that we forget to do certain things, like watering the 

plants is perfectly normal, but why not find a way in which we can save both time and 

resources. 

The benefits that the smart system brings can be: reducing or even eliminating the 

time lost to do repetitive operations such as watering flowers, reducing costs by using 

the smart system that "knows" how to use the necessary amount of water for each 

individual plant, increasing the quality of the results by finding the most optimal 

solution and eliminating the possibility of "drowning" of plants or their drying due to 

lack of water. 

The functionality of the system is to take data such as soil moisture and brightness 

through sensors and process them in order to make decisions. The system also has a 

water level sensor that verifies in real time the state of the liquid in the container. If 
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the water level drops to the set limit, the user will be warned through the application. 

These decisions are made based on certain parameters entered and ensure the most 

efficient use of resources. 

Another advantage is that the system is independent of physical connections, real-time 

monitoring of the data is achieved through a mobile application that connects via 

Bluetooth to an Arduino Mega 2560 board. The communication protocol is Bluetooth 

4.0, and the mobile application is compatible with smartphones s that have an Android 

9.0 or newer operating system. For the future project, the next step is to implement a 

new communication technology such as Wi-Fi and store user data in a database to 

create graphics that can be generated based on user configurations and preferences. 

Another method of improving the whole system is to mount a camera for take daily 

pictures and add them to a gallery. 
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Abstract 

Choosing and booking a vacation can be difficult when the application where these things 

are done is not user-friendly. Therefore, the application that I have created will have to make 

the user experience much more pleasant. The purpose of the application is to be able to 

choose a holiday according to the desired filters, with the option to search for a flight in the 

same period. After booking it, the user who created an account will have stored in his 

account all the reservations made. Using the logic behind this application, any travel agency 

can create a new interface that they can customize according to their wishes, but the 

functionalities remain the same. They can also change what data they want to receive from 

the API, what data they want to store in their database and in addition modify the offers 

according to their wishes. 

Keywords: application, API, MVC  

  

1. Introduction 

API or Application Programming Interface is a concept to develop applications. With 

its help, two or more applications can communicate bidirectionally. For example, 

using the logic behind this vacation planning application and changing only the 

interface, it can be used by several travel agencies. This greatly facilitates the work of 

programmers. The implemented API architecture was REST which was introduced in 

2004 [1]. The calls that make up the API of the REST architecture are also known as 

endpoints. In the REST architecture, at an endpoint it is allowed to find only one 

resource (a user, a schedule list, a hashmap of bank accounts, etc.). An endpoint is 

characterized by a URI type identifier.[2] 

For example : /api/users/ -- this endpoint descriptively specifies that I expect the 

resource provided by the API to be a list of users 

/api/users/1 // -- fetch the user with id 1 

Among the purposes of an API, there is also the hiding of the internal information of 

the way a system works. 

Web APIs are a service accessed from the client to a web server via the optional 

Hypertext Transfer Protocol (HTTP). Clients send a request in the form of an HTTP 

request (REQUEST) and receive a response (RESPONSE), JavaScript Object 

Notation (JSON) or Extensible Markup Language (XML – no more practiced) format. 

Developers typically use APIs in querying a server for a specific set of data on that 

server. 
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The word API is often used in reference to web APIs, approving the connection 

between computers. There are also APIs for programming languages, software 

libraries, operating systems, and computer hardware. The origins of APIs date back to 

the 1940s, but the use of the term only appeared in the 1960s and 1970s. Recent 

developments in the use of APIs have led to the rise in popularity of microservices, 

which are ultimately loosely coupled services accessed through public APIs.[3] 

 

For this project, I chose the Amadeus API for bringing information. Amadeus 

contains a selection of APIs for searching, booking and inspiring a trip. By calling 

endpoints from Amadeus, I was able to load hotel data into the database. To get a key 

and make an API call, you need to create an account. This API works via a key and 

secret pair. This data pair is regularly used in API application to obtain an application 

access token. This principle stops any bot (automated program) from "overloading" 

the API with unnecessary requests, because each access token must be requested 

again after a period of time (it has an expiration time usually 30-60 min).[4] 

2  Theoretical considerations 

2.1 Development environments 

The application was developed in the Visual Studio 2019 programming environment 

using the C# programming language. This is an integrated programming environment 

that can be used to create new programs, web or mobile applications. 

.Net Framework is a software development environment made by Microsoft. It 

contains a library of classes called the Framework Class Library (FCL) and provides 

increased flexibility because each language can use code written in another language. 

[5] The Framework Class libraries provide the interface part, data access, database 

connectivity, cryptography, building WEB applications, numerical algorithms and 

network communications. 

When creating an application, a developer combines their source code with the one 

from the .Net Framework. Entity framework is a framework for Microsoft .NET 

applications. It allows developers to work with class-specific objects without focusing 

on the tables where the data is stored. 

2.2 Programming languages 

The programming language used, called C#, is a very well-known and used language by 

most programmers. It is based on the C language. 

HTML or Hyper Text Markup Language is the standard language for creating and 

structuring web pages. This language comprises a string of elements that tell the browser 

how the content needs to be designed. The elements are set with the help of tags, which 

consist in writing them between ,,<" ,,>". The name of the element inside a tag is case 

sensitive, that is, it cannot be written in uppercase letters.[6] 

CSS or Cascading Style Sheets describes how HTML elements will be displayed on 

screen. It saves a lot of time because once created, a CSS file can be used by several web 

pages at the same time. CSS describes page layout, design and screen size variations. 
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JSON, i.e. JAVASCRIPT OBJECT NOTATION, is a format that makes it much easier to 

represent data structures. Json is a much simpler variant than XML. It is based on a subset 

of the ECMA-262 JavaScript programming language standard. Json is a format that is 

language-independent, but uses conventions familiar to programmers in the C family of 

languages. An object is an unordered set of name/value pairs. An object starts with a left 

brace and ends with a right brace. Each name is followed by a "colon" then the value, and 

name/value pairs are separated by a comma.[7] 

 

JavaScript (JS) is an object-oriented programming language based on the concept of 

prototypes. It is mainly used to introduce functionality into web pages, the JavaScript 

code in these pages being run by the browser. The language is well known for its use in 

building websites, but it is also used for accessing embedded objects in other applications. 

It was originally developed by Brendan Eich of Netscape Communications Corporation 

under the name Mocha, then LiveScript, and finally called JavaScript.[8] 

2.3 Used during implementation 

MVC (Model-View-Controller) is a software architecture model used to implement large-

scale projects that can be scaled vertically (improving the current product) and 

horizontally (generating replicas with the same specifications). As its name suggests, the 

logic of the program is divided into three interconnected elements.[9] 

User requests are directed to the controller. It must communicate with the model to 

execute and send responses to user requests. The controller orders to display on the view 

for the user the data he needs. 

Components: 

 ● Model- represents the logical scheme of a resource o Image of a table in the 

database 

    - image of a response between client server etc. 

  

 ● View- has the role of characterizing how the data should be displayed on the page 

(it doesn't care what the data is) 

 ● Controller- is the one that makes the connection between the model and the view, 

also having the role of request validator. 

 

Data Transfer Objects 
 

DTOs or Data Transfer Objects are objects that transport data between processes in 

order to reduce the number of method calls. Martin Fowler is the one who 

implemented this kind of concept. He explained that the purpose of the pattern is to 

reduce the number of calls to the server by joining multiple parameters into a single 

call. Also, this principle was introduced to standardize the role of the model as a 

single SOT (Source of Truth) for the database, thus standardizing the fact that the 

model represents the outline of a table in the database.[10] 

 

Readers 

 

 This principle is characterized not so much by design patterns as by the observance of 

SOLID principles[11]: 

● The Single-responsibility principle: “There should never be more than one reason 

for a class to change.” 
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● The Open–closed principle : “Software entities ... should be open for extension, but 

closed for modification.” 

● The Liskov substitution principle: "Functions that use pointers or references to base 

classes must be able to use objects of derived classes without knowing it." 

● The Interface segregation principle:  "Clients should not be forced to depend upon 

interfaces that they do not use." 

● The Dependency inversion principle: "Depend upon abstractions, [not] concretes." 

 

With the implementation of this principle, all the logic necessary for reading from 

files was encapsulated in a class, further using an own templating mechanism for 

generating offers for hotels 

 

Services 

 

Classes of this type have the role of providing an encapsulation layer of access to 

database operations. These classes are the only classes that can provide access to 

read\write operations thus allowing us to have a single source of truth (single SOT) 

for the data provided by our database. In Fig. 1 you can see the application of this 

principle, the actors involved in the communication with the database actually use a 

service to always get the data, without taking into account exactly the logic of 

communication with the database. This service actually uses inside the principle 

called Facade. 

 
 

Figure 1 - Services 

 

Templating 

 

This is not necessarily a principle so much as a reference to an idea of structuring 

structural similarities and generating concrete examples based on them. 

In the case of my application, I developed an algorithm that, based on some templates, 

will generate the offers dynamically. Illustrating this facility, I have generated JSON 

templates for the key features of an offer and JSON templates for the facilities of a 

location, these templates can be further extended for easy application development. 
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Mappers 

 

Classes of this type allow the extraction of concrete attributes from a data structure 

with a very large variety of attributes. These classes are meant to allow simplistic 

implementation at a small development level, allowing the application 

implementation to be extended by adding new attribute support to the resulting class. 

An example can be described by mapping objects in the database to objects of the 

type of interface that the user sees. 

 

Security 

 

To maintain security, I have implemented a security method by which the password is 

encrypted in the database with an irreversible algorithm (PassWord Bcrypt), using 

dynamic padding (move the entered password with n random characters to the left or 

right) and a single jump (a character string that is added to the password to ensure 

greater dynamism). 

Thus, in order to check the integrity of the password saved in the database, the hashes 

of these passwords will be checked to match. 

3 Implementation  

For the implementation I will present the most important things that were implemented 

using the theoretical information from previous chapter. 

3.1 Database 

During the development of the application, I decided to use a Mysql database, because 

it facilitates the relationships between the tables, allows a quick access to the data and 

accurate filters. In the figure below you can see the structural diagram of the 

application’s database. 
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Figure 2 - Database 

 

3.2 Architecture of services 

 
Figure 3 - Services 
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For example, in Fig. 4 is presented the UserService. It can be seen that it holds a 

member called users which actually represents the table rows in the database and a 

context, which is used to update the information in real time. This context will be 

saved for the safety of keeping the information at its most recent version. 

The constructor injects the database context into the current service. Access to the 

users table will be taken from this context and put into the Users variable, and the 

context will be saved into the context variable to keep the data up to date. 

 

 
Figure 4 - UserService 

3.3 MVC implementation 

In the following figures (Fig.5,6,7) I will present the Model, Controller and View for 

User. All others MVC were represented also using this logic behind. 
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Figure 5 – Model 

 
Figure 6 - Controller 
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Figure 7 - View 

3.4. API  

This class is used as a communication medium between the developed application and 

the API implemented by Amadeus.In the constructor of this class it is observed that 

with the help of the key and secret mechanism Amadeus.builder 

("AoWlJ6f5AMkZYcbBAxlrFTSt54uGGheK", "S1apMroKeQ8Bgnml")), a 

connection to Amadeus will be made. This key and secret mechanism works in the 

same way as an email and a password, only when authenticating through the client 

with a key and secret, you will receive back a string of characters that represents the 

"password" to access Amadeus. This access password is also accompanied by an 

expiration time of ~30 min. That is, in other words, when it is desired to use 

Amadeus, the client variable checks if it has a valid Amadeus access password, if it 

does not have that password or if it has expired, a new one will be requested. Then 

allowing other methods from the Amadeus API to be called. 

 
Figure 8 - getHotelsByCity method 

The getHotelsByCity method (Fig.8 ) has the role to fetch hotels via the Amadeus API 

based on a city. In this method, it is set in the request_params variable, in which city 
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to search for hotels, then a request will be sent to "/v1/reference-

data/locations/hotels/by-city" "to get this list.Once a response is received from 

Amadeus, it will take that response from the data variable and iterate over it to 

convert the data, which is passed in JSON format, into the format of the 

HotelDTOResponse class. 

 
Figure 9 - HotelDTOResponse class 

For my application, I needed the available hotels in a city. For this I called the 

endpoint "/v1/reference-data/locations/hotels/by-city" which, depending on the city 

code provided, brings the required information. These will bring more information 

about each hotel in the city I searched for. For the implemented application, I chose to 

use only a part of this information stored with the help of the API and with the help of 

a mapper, I kept only the desired information. 

 
Figure 10 - HotelMapper class 

In Fig. 10 you can see the implementation for the HotelMapper class. This class 

contains the map method that receives as a parameter an object of type 

HotelDTOResponse. In the body of this method, an object of the Hotel type will be 

instantiated and the necessary attributes will be set, and then that object will be 

returned. 
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Figure 11 - OfferMapper class 

In the figure illustrated above (Fig. 11) you can see the implementation of the 

OfferMapper class. This class contains the map method that receives as parameters 

the details necessary to generate an offer. In the body of the method, an object of type 

Offer will be instantiated and members of this instance will be set. At the end, the 

instance of the generated offer will be returned. 

4. Conclusions  

The application allows choosing and booking a holiday, letting the user choose their 

favorite destination, the desired period and the number of accompanying people. In 

addition to this, after logging in, he is able to see all his created bookings, from his 

account. 

The administrator can see the bookings created by any user at any time. 

Another useful thing is the fact that hotel data is brought via an API. 

The application can be developed in the future by adding an option (a check-box) that by 

ticking will also bring offers for air transport to the desired destination. Thus, at the end 

the user will receive a complete offer, which he can reserve. 

Another thing that could be implemented is the addition of a possibility to pay by card, so 

the administrator will receive a confirmation of the reservation created, by paying the 

customer. Also, a useful thing could be receiving a holiday confirmation on the user's 

email. 

Because the information is fetched with the API, we can always change what we want to 

display depending on what information we can get through it. 
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Abstract 

Natural language processing (NLP) is a key technique in Business Process Management 

(BPM). The performance of BPM methods, which are based on NLP, is limited by the 

accuracy of automatic part-of-speech tagging, a base subtask of NLP.[9] The automatic part-

of-speech tagging is the process of assigning a tag to every word in a text or a document.[1] I 

have developed and presented in this paper an application that learns to correctly predict 

parts-of-speech for words within a sentence using a machine learning algorithm. For this I 

used a pre-labeled data set (Brown Corpus) and implemented, evaluated and compared 

several versions of the n-Gram algorithm with the aim of obtaining the best classification 

accuracy of the automatic part-of-speech tagging process. 

Keywords: part-of-speech tagging, n-Gram language model, text normalization 

  

1 Introduction 

Natural language processing is a technique that allows computers to understand 

human language. A correctly done part-of-speech tagging of a word supplies 

linguistic signals about how it is used in a sentence, and therefore it is useful for 

distinguishing the meaning of a word. Often words are lexically ambiguous, meaning 

they can have several parts of speech and depending on them several meanings. 

Automatic part-of-speech tagging is a disambiguation problem, its purpose focusing 

on ambiguous words and their correct tagging in different contexts.[1] In this paper I 

will present how I decided to implement, evaluate and compare several versions of the 

n-Gram language model with the aim of obtaining the best possible classification 

accuracy of the process of automatic part-of-speech tagging.  

2 Application Architecture 

I started developing this application with the pre-labeled Brown corpus data set and 

divided it into a training data set and a test data set to later evaluate the performance 

of the algorithms on new data. Then I preprocessed the training data set and saved the 

parts of speech with which each word appears and the frequency with which they 

appear. On the test data set I evaluated the implemented predictors, namely: the non-

adaptive predictor, the 1-Gram predictor, the 2-Gram predictor and the 3-Gram 

predictor.  
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Figure 1. Application Architecture  

2.1 Brown Corpus Processing 

As input data for the application, I chose to use the C form of the Brown corpus, 

which is the grammatically tagged version. It consists of 500 files of approximately 

2000 words each from 15 different domains. Each word is provided with a label that 

assigns it to a specific word class.   

The words in the Brown corpus are of the "word/part of speech" form. I separated 

them by "/" and saved in a dictionary all the words, the parts of speech they appeared 

with and the frequency with which they appeared with those parts of speech.  

 

Example: 

 
Table 1. Sentence from Brown Corpus file 

  0  

text  The/at Fulton/np-tl County/nn-tl Grand/jj-tl Jury/nn-tl said/vbd  

 
Table 2. Vector of words 

  0  1  2  3  4  5  

words  The/at  Fulton/np-tl  County/nn-tl  Grand/jj-tl  Jury/nn-tl  said/vb  

 

 

 

198



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  
December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

Table 3. Words dictionary with the parts-of-speech and the frequency with which they were met with 

those parts of speech 

  key  value  

  key  value  

wordsList[0]  The   at  1  

wordsList[1]  Fulton  np-tl  1  

wordsList[2]  County  nn-tl  1  

wordsList[3]  Grand  jj-tl  1  

wordsList[4]  Jury  nn-tl  1  

wordsList[5]  said  vbd  1  

 

After this processing I obtained 64,735 individual words that occur with several parts 

of speech more than once.  

Based on this dictionary, I also created a dictionary for the parts of speech with which 

to count the frequency with which each appears.  

Example:  
Table 4. Part-of-speech dictionary 

  key  value  

PoS[0]  at  1  

PoS[1]  np-tl  1  

PoS[2]  nn-tl  1  

PoS[3]  jj-tl  1  

PoS[4]  nn-tl  1  

PoS[5]  vbd  1  

I obtained 472 parts-of-speech.   

To ease learning, I have reduced these parts-of-speech to 11 general parts-of-speech, 

namely: noun, verb, preposition, pronoun, article, adjective, conjunction, adverb, 

numeral, interjection and other.  

 

After reducing the parts of speech, I obtained the following statistics:  

 
Table 5. Parts-of-speech statistics on the entire data set after generalization 

Curt. No.  PoS   Frequency of occurrence  Percentage of total words  

1  noun  274336  27.30%  

2  verb  197743  19.68%  

3  preposition  122473  12.19%  

4  pronoun  107717  10.72%  

5  article  99077  9.86%  

6  adjective  80741  8.03%  

7  conjunction  60306  6.00%  

8  adverb  48488  4.82%  

9  numeral  7428  0.74%  

10  other  6014  0.60%  

11  interjection  627   0.06%  

 

As expected, the noun is the most frequent part of speech with a frequency of 27.30%, 

followed by the verb with a frequency of 19.68%.  
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2.2 Splitting the data set 

It is important to divide the data set into a training data set and a test data set to 

evaluate algorithms with new data that are part of the same domains. I chose to divide 

the data set into 70% training data set and 30% test data set. I did the same processing 

that I did on the whole data set on the training data set, and I obtained the following 

statistics:   

 
Table 6. Part-of-speech statistics on the training dataset 

Curt. No.   PoS   Frequency of 

occurrence  

Percentage of training data set 

words  

1  noun  182077  27.22%  

2  verb  131981  19.73%  

3  preposition  81632  12.20%  

4  pronoun  71867  10.74%  

5  article  65732  9.83%  

6  adjective  53549  8.01%  

7  conjunction  40102  5.99%  

8  adverb  32635  4.88%  

9  numeral  4922  0.74%  

10  other  4000  0.60%  

11  interjection  438  0.07%  

 

The proportions of the general parts-of-speech are preserved.  

2.3 Non-adaptive predictor  

The non-adaptive predictor is the predictor that returns the most frequent part of 

speech every time. After evaluating the predictor on the test data set, it managed to 

predict 92,259 words correctly and 243,756 incorrectly, so it had an accuracy of 

27.46%.  

Correct

27%

Wrong

73%

 
Figure 2. Non-adaptive predictor accuracy 

 

2.4 1-Gram adaptive predictor  

The 1-Gram adaptive predictor is the predictor that, if it finds the word, returns the 

most frequent part of speech with which it was met, and otherwise returns the most 

frequently met part of speech in general. After evaluating the predictor on the test data 

set, it managed to correctly predict 140,309 words and 195,706 incorrectly, so it had 

an accuracy of 41.76%.  
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Figure 3. 1-Gram predictor accuracy 

2.5 2-Gram adaptive predictor  

The 2-Gram adaptive predictor is the predictor that returns the part of speech that 

occurs most frequently after the part of speech of the previous word. I have 

implemented 3 variants of this predictor:  

• Implementation based on 1-Gram predictions. The part-of-speech prediction of 

the current word is done with the 1-Gram algorithm's prediction of the 

previous word. After evaluating the predictor on the test data set, it managed 

to correctly predict 57,802 words and 235,330 incorrectly, so it had an 

accuracy of 19.72%.  

• Implementation based on his own predictions. The part-of-speech of the first 

word in a sentence is predicted with the 1-Gram algorithm, and the rest will be 

predicted based on the output of the 2-Gram predictor for the previous word. 

After evaluating the predictor on the test data set, it managed to correctly 

predict 49,786 words and 243,346 incorrectly, so it had an accuracy of 

16.98%.  

• Largest limit available. This implementation of the adaptive 2-Gram predictor 

aims to achieve the highest possible performance by starting from the correct 

part of speech. This assumes that instead of using the 1-Gram predictor, the 

correct part-of-speech of sentence-beginning words will be read directly from 

the test data set. This will eliminate the highly likely possibility of mislabeling 

an entire sentence just because the 1-Gram predictor mispredicted the first 

word in the sentence. After evaluating the predictor on the test data set, it 

managed to correctly predict 110,784 words and 225,231 incorrectly, so it had 

an accuracy of 32.97% 
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Figure 4. 2-Gram predictors accuracy  
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2.6 3-Gram adaptive predictor  

The 3-Gram adaptive predictor is the predictor that returns a part of speech 

considering both the part of speech of the previous word and the part-of-speech of the 

posterior word. Thus, the predictor will evaluate sequences of 3 words and return the 

most frequent 3-word sequence that has as neighboring parts of speech the parts of 

speech of the preceding word and the following word. After evaluating the predictor 

on the test data set, it managed to correctly predict 110,784 words and 199,778 

incorrectly, so it had an accuracy of 31.81%  

 

Correct

36%

Wrong

64%

 
Figure 5. 3-Gram predictor accuracy 

3 Experimental Results 

After training the presented algorithms on the training data set, I obtained the 

following evaluation performance on the test data set:  

 

Curt. No.  Algorithm  No. of correct 

predictions  

No. of wrong 

predictions  

Accuracy  

1  Non-adaptive 92259  243756  27,46%  

2  1-Gram  140309  195706  41,76%  

3  2-Gram (based on 1-Gram)  57802  235330  19,72%  

5  2-Gram normal  49786  243346  16,98%  

6  2-Gram optimal  110784  225231  32,97%  

7  3-Gram  93207  199778  31,81%  
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Figure 6. Accuracy of presented algorithms 
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4 Conclusions 

The presented part-of-speech automatic tagging algorithm was based on the different 

forms of the n-Gram language model. Following the evaluations, I obtained the best 

performance in terms of classification accuracy using the 1-Gram adaptive algorithm. 

So, the maximum accuracy I was able to achieve was 41%.  

 

Although I tried to get better performance by increasing the degree of the n-Gram 

algorithm, by evaluating more neighboring words to widen the context, I could not 

achieve better performance than the 1-Gram algorithm.  

 

The n-Gram algorithm is not the best performing machine learning algorithm for part-

of-speech automatic tagging, but it is a basic tool for understanding the fundamental 

concepts of language modeling.  
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Abstract 

This paper presents an application for a voting system that uses blockchain technology. As is 

known, blockchain technology has a wide range of applications. What makes it suitable for a 

voting system is that it can prevent fraud. Another advantage of using blockchain technology 

for a voting system is that it offers unlimited system availability: the system’s operation is 

not affected by certain factors, such as power outages, updates or network connection. 

Keywords: blockchain, electronic voting 

  

1 Introduction 

Blockchain is an innovative technology created by the group of people known as 

Satoshi Nakamoto [1].  

Blockchain is basically a digital ledger of transactions, similar to a database, that 

is distributed to all nodes in the network. Each record in this register is called a block. 

Every time a new transaction takes place on the blockchain, a record of that 

transaction is added to the ledger of each node. 

The components of a block are [2]: 

• a public key; 

• a list of transactions; 

• the id for the current block; 

• the id of previous block. 

The main properties of blockchain technology are: 

1. Decentralized. Blockchain system is a decentralized system witch means that 

the information is not stored by a single entity. 

2. Transparency. This property assumes that anyone on that network can track 

the transaction history.  

3. Immutability. The immutability property assumes that once a record has been 

created, it can no longer be changed. 

The blockchain technology uses a special type of network named peer-to-peer 

network [1]. This network is represented by a collection of interconnected nodes. The 

nodes are individual computers that receive an input, apply an algorithm and generate 

a result. 

In the following image is described how a blockchain system works: 
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2 Related work 

2.1 Requirements 

In order to create a voting application, certain requirements must be respected. Bellow 

are presented the main requirements of a voting system and how the proposed 

application meets them: 

a) Keeping the identity of the voter hidden. The proposed application uses the 

blockchain technology to store the votes. In the voting process, the personal 

data of the voter is not saved, but only an address.  

 

b) Preventing multiple voting. Every time a vote is added, the block chain is 

checked (the users who have previously voted are taken and compared to the 

current user; if the current user is in the list obtained, the vote is prevented) 

 

c) The possibility to generate the voting result. 

2.2 Proposed system design 

In order to create an e-voting application that uses blockchain technology, it was 

necessary to use an existing blockchain system. This system is represented by a 

program written in the C programming language that simulates the blockchain 

functionality. 

 In order to develop a voting application, it was necessary to create a new 

Windows Forms Application project that could communicate with this blockchain 

 

Figure 1. How a blockchain system works[1] 
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system. The graphical interface of the project includes a TabControl menu containing 

four windows (pages): the window for configuration, the window for voting system, 

the window for viewing the voting results and the window for displaying the specific 

information of each block on the blockchain. 

2.3 Usage scenarios 

The proposed application has four usage scenarios: 

1. Configuration – the users can configure the blockchain system on the local 

machine. 

2. Voting system - the users can choose a voting option. 

3. Voting result - the users can view the result of the vote. 

4. Block explorer – the users can generate the block chain that was formed after 

the vote. 

 

2.4 The voting process 

Acording to the previous description, the application is developed in the C# 

programming language and consist of a TabControl component with four windows. 

 

Figure 2. Usage scenarios 
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The first window represents the configuration window. As is shown in the Figure 

3, this window contains four buttons through which users are allowed to start or stop a 

node on the local machine, add another node to the network and display the connected 

nodes. This window also allows to view all the operations that were done on the local 

machine. 

 

 

 

 

 

 

Figure 3. The configuration window 
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The second window is the Voting system window and allows users to choose a voting 

option and to register their vote. At this step, the user must first press the Verify user 

button to unlock the voting options and the vote button. At the press of the Verify user 

button, all blocks on the blockchain will be covered, all users who have previously 

voted will be taken and compared to the current user. If the current user is not in the 

list of users obtained by taking over all the users on the blockchain, the voting options 

will be activated together with the Vote button.  

 

 

 

 

Figure 4. Voting system window 
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The third window, the Voting results window is designed to display the number of 

votes for each record.  

 This window contains for buttons with the following functionality:  

a) The Create block button – allows the addition of a new data block at a given 

time in blockchain, consisting of transaction that are pending; 

b) The Update button – it is used to update the blockchain to the longest chain 

found in the network; 

c) The Read vote button – goes to the blockchain and reads the votes; 

d) The Display vote button – display the result of the vote.  

The forth window, the Block explorer window, is designed to display information 

about data blocks on the network. This window contains two buttons: 

a) The Blockchain length button – used to display the total number of blocks 

from network; 

 

Figure 5. Voting results window 
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b) The Block explorer button – used to display information about each block of 

data in the blockchain.  

3 Conclusions 

The purpose of this paper was to present an electronic voting system that uses the 

blockchain technology.  

 The main advantages of using blockchain technology in a voting system include: 

keeping users anonymous, preventing fraud and ensuring unlimited system 

availability.  
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Figure 6. Block explorer window 
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Abstract 

Emerging technologies, including Blockchain, Quantum Computing, Artificial Intelligence 

(AI), and Internet of Things (IoT), whether utilized individually or in combinations such as 

AIoT and IIoT, possess a disruptive nature that is poised to fundamentally reshape the 

functioning of specific industries, education, and society at large. These technologies act as 

catalysts for digital transformation, fostering the emergence of novel business models and 

opportunities for development. Launched as an initiative of the Cluj IT cluster and supported 

by the Hasso Plattner Institute in Potsdam, Germany, Sibiu Innovation Days (SID) 

represented a necessity for Sibiu, for the university, for companies in the area, in the idea of 

bringing together of all decision makers that acts around the concepts of digitalization, 

innovation and knowledge transfer to a smarter society and a better life for its members. 

Emerging technologies can exploit Romania’s connectivity and broadband capabilities, 

where Romania is above the European average, bringing it into line with and keeping pace 

with developed countries in terms of the digitalization of industry, agriculture and society as 

a whole. In this regard, we believe that no effort is useless to increase Romania’s innovation 

performance, and through the activities carried out at Sibiu Innovation Days 2024, solutions 

to some of these challenges were addressed and proposed. 

Keywords: Emerging technologies, Innovation, Research, Digital Transformation 

  

1 Introduction 

1.1 Emerging technologies – catalysts for digital transformation 

The disruptive nature of emerging technologies, such as blockchain, quantum 

computing, artificial intelligence (AI), and the internet of things (IoT), whether 

applied singly or in combination (AIoT – Artificial Intelligence of Things and IIoT – 

Industrial Internet of Things), has the potential to drastically alter how particular 

industries, education, and society as a whole operate. These technologies serve as 

drivers of digital transformation, encouraging the creation of innovative corporate 

strategies and growth prospects. Among a multitude of research initiatives, 

Blockchain technologies have undergone swift evolution, transitioning from 

applications like cryptocurrencies and decentralized ledgers to a decentralized, 

programmable, and secure infrastructure.  

 

The rapid evolution of Blockchain technologies has led to the development of 

decentralized infrastructures, with diverse applications in compliance verification, 
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data integrity, digital identity management and other areas. At the European Union 

(EU) level, the construction of a Blockchain services infrastructure is underway, 

known as the European Blockchain Partnership1, with each country hosting a node. 

The applications stemming from Blockchain technologies encompass various 

domains, including the automation of compliance checks in time-sensitive processes, 

verification of data integrity, electronic medical records, European digital identity 

management, authentication of educational diplomas and credentials, dependable data 

sharing among different EU authorities, as well as applications in finance, insurance, 

and energy supply. At the national level, since 2023, the application for the digital 

assessment of the written papers of the Baccalaureate exam, administered by the 

Ministry of Education, integrates the Blockchain technology developed by the experts 

of the Special Telecommunications Service (STS), which is an active participant in 

the European Blockchain Services Infrastructure (EBSI).  

 

Concerning generative artificial intelligence and tools embedded in technologies like 

ChatGPT, Bard, Bing Chat, etc., the year 2023 witnessed a surge in information and 

challenges. These developments culminated in the approval, on February 2nd, 2024, 

of the inaugural EU law2 designed to regulate Artificial Intelligence (AI). This 

legislation establishes a classification framework based on the potential risks posed by 

applications utilizing artificial intelligence and the requirements for integrity in all 

areas of research in the context of current use of AI. Its primary objectives are to 

enhance the security of AI systems, ensure their compliance with human rights, and 

establish clear parameters for the use of AI in military, crime, security and other 

sensitive contexts. Thus, one challenge will be to develop best practice in ethical 

decisions using AI considering the current academic and research integrity concerns 

including transparency, informed consent, data privacy, authentic data collection and 

accuracy of source use. 

 

Quantum represents the 21st century technology that will revolutionize complex 

computations, information security and medical diagnostics, and the EU is committed 

to becoming a global leader in quantum technology3 by developing an ecosystem of 

excellence and innovation in this field. In the next few years, quantum technologies 

will make it possible to do things quickly that simply cannot be done today, from 

complex computational tasks such as modelling biomolecular and chemical reactions 

that the most powerful supercomputers cannot handle today to sending sensitive 

information securely anywhere or diagnosing diseases faster and more accurately just 

by looking inside cells. Intense research based on quantum mechanics has led to 

major technical advances in many different fields, including quantum computing, 

sensors, simulations, cryptography, and telecommunications. On 5 December 2023, 

the EU Council released a declaration4 that EU Member States are signing to indicate 

that they recognize the strategic importance of quantum technologies for the EU’s 

scientific and industrial competitiveness and are committed to working together to 

develop a world-class quantum technology ecosystem across Europe, with the 

ultimate goal of making Europe the ‘quantum valley’ of the world, a leading global 

 
1 https://digital-strategy.ec.europa.eu/en/policies/blockchain-partnership  
2 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32024R1689#document1  
3 https://defence-industry-space.ec.europa.eu/eu-space/research-development-and-innovation/quantum-

technologies_en  
4 https://digital-strategy.ec.europa.eu/en/library/european-declaration-quantum-technologies  

214

https://digital-strategy.ec.europa.eu/en/policies/blockchain-partnership
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32024R1689#document1
https://defence-industry-space.ec.europa.eu/eu-space/research-development-and-innovation/quantum-technologies_en
https://defence-industry-space.ec.europa.eu/eu-space/research-development-and-innovation/quantum-technologies_en
https://digital-strategy.ec.europa.eu/en/library/european-declaration-quantum-technologies


International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  
December 2024* Vol. XIV, no 1 

© 2024 Lucian Blaga University of Sibiu 

region for quantum excellence and innovation. Through the RONAQCI (Romanian 

National Quantum Communication Infrastructure) project5 and SID20246, Romania is 

aligning itself with these efforts. 

 

In addition to the aforementioned themes, Education, Cybersecurity, and Digital 

Green Transition and Transformation in both industry and society were focal points at 

Sibiu Innovation Days 2024 conference. The emphasis, however, lied on approaching 

these subjects in a sustainable, resilient manner that is centered on human needs. The 

conference served as a valuable opportunity for all Lucian Blaga University of Sibiu 

(ULBS) partners to share the latest research and innovation outcomes from their 

ongoing projects. 

1.2 About Sibiu Innovation Days (SID) 

Celebrating its fifth edition, the Sibiu Innovation Days 2024 conference has become a 

significant milestone on Romania's innovation map, playing a crucial role in fostering 

collaborative networks among experts from industry, public administration, and the 

academic research community. Building upon the success of its four previous editions 

since 2020, the Sibiu Innovation Days 2024 conference continues to promote the 

growth of an innovation ecosystem in the Transylvania region, Romania. This 

ecosystem is centered around the Cluj IT and Sibiu IT Clusters, with a profound 

impact on shaping the economic and social vitality of the entire region. 

 

The organizing team comprises the Lucian Blaga University of Sibiu (ULBS) through 

the Hasso-Plattner Knowledge Transfer Institute [1, 2] and the Cluj IT and Sibiu IT 

Clusters. The Sibiu Innovation Days 2024 conference was scheduled to take place on 

October 24th and 25th, 2024. As a novelty this year, within the framework of the 

European CoDEMO (Co-Creative Decision-Makers for 5.0 Organizations) project7, 

ULBS was receiving support from Marquardt Schaltsysteme SCS to facilitate one of 

the workshops entitled “5.0 Value Co-Creation Mechanisms and Experimentations: 

Case Studies.” 

 

The format of the event included four sections: 

• Conference in the form of panels (S1) 

• Hackathon for students (S2) 

• Session of innovative projects developed by students (S3) 

• Industrial Workshops – hands on experience for participants (WS) 

 

1.2.1 European context of SID 2024 

Technology is evolving faster than humans can adapt (AI, Blockchain, etc.) [3]. In the 

same time, the geopolitical and environmental pressures (e.g. global warming, climate 

changes) are intensifying. To all these challenges the European ecosystem of 

computing systems should react quickly and efficiently to improve its place within the 

 
5 https://www.ronaqci.upb.ro/  
6 https://events.ulbsibiu.ro/innovationdays/  
7 https://www.codemo-project.eu/  
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competition and propose solutions that conform to “European” ethics. The society 

faces now ‘next computing paradigm’ which combines aspects of the web, cyber-

physical systems, digital twins, the cloud, the internet of things, the metaverse and 

artificial intelligence (AI) into a coherent continuum of computing, intertwining the 

real world with the cyberworld. Europe assumes leadership roles in promoting the 

“next computing paradigm” and developing the technologies that will make it happen. 

Among the objectives we mention: to make the European Union a strong player in AI 

and Blockchain, to develop innovative and efficient new hardware solutions, from 

architecture to technology for running new AI models. Making cybersecurity a major 

upfront concern in every computing system and making sustainability lifecycle 

assessment a requirement for all new computing systems are also of large interest. In 

order to fulfil these, there is a need to foster global thinking, to develop methods and 

tools relating to complex heterogeneous integrations and promote cross-domains and 

cross-topic collaborations between academic, industrial partners and legal authorities 

from multiple levels of governance (European, national and regional [1]). 

1.2.2 Regional context of SID 2024 

Originating as an initiative of the Cluj IT cluster and supported by the Hasso Plattner 

Knowledge Transfer Institute from ULBS (KTI HPI-ULBS) Sibiu Innovation Days 

aims creating a mindset for innovation and boost regional innovation by successful 

knowledge transfer and development of collaborative networks that replicate the best 

models of innovation from strong innovator countries to Sibiu, and Transylvania 

region, Romania. SID 2024 included actors from Quadruple Helix of Open Innovation 

and brought together at Sibiu partners from academia, businesses, municipalities and 

decision makers. This year participated 22 Academic Partners (new partners from 

countries like Spain, Germany, France or Romania), 27 Industrial Partners & Open 

Innovation Community and 1 representative of Municipalities and Decision Makers, 

bodies generating policies and rules at local or European level (European 

Commission). 

 

 

Figure 1. Panels and number of lectures at Sibiu Innovation Days 2024 

For the fifth time, Sibiu Innovation Days reconfirmed its position on the regional and 

even national scene, positioning itself as a promoter of innovation and also a 

connector between private actors, representatives of public authorities, the local 

ecosystem and academia, research, bringing into attention current issues at a 
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supranational and implicitly national level. SID conference series are already a 

reputable reference of the academic environment in Romania and played from its first 

edition in 2020 a fundamental role in the development of collaborative networks 

between specialists from industry, administration and research community from 

universities. 

 

During the two days of the SID2024 conference it was explored, with the guidance 

and expertise of invited speakers, the process of digital transformation and how this 

can help our community of students, researchers, business and decision makers to add 

value to their projects, initiatives and day to day activities. The event was looking to 

strengthen the collaboration among all these stakeholders, while also improving the 

way in which we understand and use the innovative services available in Transylvania 

and the Sibiu region. The conference activities emphasized current research and 

development concerns of companies active in the area, as well as created new 

opportunities for collaboration among participants active in a wide array of industries 

and fields. While highlighting contributions from Hasso-Plattner Knowledge Transfer 

Institute, active in “Lucian Blaga” University of Sibiu, to the development of the local 

innovation ecosystem, the conference represented an important component in 

consolidating Sibiu City’s position as an emerging innovation center. 

With this 5th edition, SID offered a very rich and exciting program, focused on the 

emerging technologies seen as the drivers for digital transformation both in business 

and education. SID2024 topics and presentations aimed adapting industrial and 

administrative processes in the context of digitalization, as well as towards value 

creation through structural transformation and generating of new businesses, startups 

or spinoffs by innovative partnerships. At SID2024 the topics were very timely, 

focusing on the challenges of the ongoing 5th industrial revolution and the growing 

role of Artificial Intelligence, Blockchain, Quantum Computing and Communication, 

and Cybersecurity in systems development. Very interesting lecture presented the AI 

as a driver of innovative collaboration within and across 5.0 organizations.  

The “Artificial Intelligence” panel included interesting lectures and debates regarding 

fairness, equity, ethics, and human-AI collaboration. The conditions of human-AI 

companionship were defined for ethically tempting jobs, especially in the case of top 

executive management. The speakers revealed that AI is transforming various fields 

by enabling personalized learning paths in education and facilitating multilingual 

journalism with automated news summaries. It enhances creativity in sustainable 

design hubs through co-creative tools like “Nature’s Voice” and drives innovation by 

optimizing machine learning models for diverse use cases. Efforts to solve AI’s black 

box problem aim to make its decision-making processes more transparent and 

meaningful, fostering trust. Additionally, artificial intelligence is revolutionizing 

business practices and workflows, reshaping how we work and innovate across 

industries. 

Even if society in the digital age is dynamically developing, the changes must be 

sustainable and take into account the limited natural resources. In the “Green 

Digitalization Transition” panel, the speakers revealed limitations and synergies of 

twin-transition (green and digital), highlighting digital innovations as foundations for 

driving sustainability and empowering green enterprises and communities for the 

transition towards cleaner energy futures. As industries move towards a 5.0 transition, 

smart optimization approaches and digitalization play crucial roles in solving real-
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world challenges and enabling sustainable practices, ensuring the seamless transition 

of enterprises from the 4.0 paradigm, based on digitalization and technologies, to the 

5.0 paradigm, focused on resilience, a “green” mindset, and a human-centric 

approach. These advancements create pathways for more resilient and efficient 

systems, aligning technology with environmental and societal goals. 

In the panel entitled “Blockchain & Cybersecurity” many speakers from business 

environment mentioned these emerging technologies as drivers for innovation across 

diverse fields like automotive, energy sector, or finance. Blockchain is pioneering 

applications in sectors like energy, insurance, digital identity management, 

educational credits recognition and decentralized finance, offering secure, transparent 

solutions. Concurrently, advancements in cybersecurity, including IoT authentication, 

encryption, and automotive cybersecurity, are vital to protecting modern applications. 

Strategic planning and design of cybersecurity programs are essential to address 

emerging digital threats and ensure resilience in evolving technological landscapes. 

The lecturers have presented in the “Innovative Partnership” panel research and 

innovation European initiatives, such as those under Horizon Europe that foster 

partnerships to drive innovation and support 5.0 organizations by enhancing skills and 

capabilities, and demonstrating how cutting-edge technologies can be used to address 

societal needs. Collaborations on different topics and research partnerships between 

academia and industry play a crucial role in advancing technology and using up-to-

date tools and equipment in student education. The speakers also reflected on the 

challenges and successful recipes for building tech startups in Romania. Additionally, 

funding opportunities from the European level and national and regional ecosystem 

support are enabling deep-tech startups to scale and thrive, emphasizing the 

importance of technological transfer and boundaryless ideation for sustainable 

growth. 

For the first time at Sibiu Innovation Days participated lecturers from academia and 

industry within the “Quantum Computing and Quantum Information” panel. Quantum 

computing and communications based on it represent 21st-century technologies, with 

advancements both in speeding up computing and with efforts for reducing data 

storage, with the development of its software stack and toolchains and metrology 

applications, driving innovation in many domains. Post-quantum cryptography is 

emerging as a critical area to secure systems against future threats. The density matrix 

formalism plays a vital role in understanding quantum systems, highlighting the 

growing importance of quantum mechanics in both theoretical and practical domains. 

The speakers emphasized the importance of developing education and research in the 

quantum technology industry, in quantum communications, because this is the first 

technology closest to the market and, in practice, has the greatest technological 

maturity. 

The last panel of the Sibiu Innovation Days 2024 was dedicated to “Education 

transformation: upskilling, reskilling, Lifelong Learning”. Panelists analyzed digital 

education, showing how it contributes to transforming learning and skills 

development, mostly for adults who finished some (or many) years ago their academic 

study. They emphasized that Massive Open Online Courses (MOOCs) are becoming 

central to digital universities, and lifelong learning is empowering future-ready 

individuals. Integrating theories like self-determination in cybersecurity education 

highlights the importance of motivation in digital training. In the Industry 5.0 era, 
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corporate amnesia underscores the need for continuous reskilling, while training 

programs play a vital role in supporting industry and organizational transformation. 

Innovative approaches, such as those at industrial companies from the Sibiu region, 

showcased how learning can drive adaptation and growth in a rapidly evolving digital 

world. 

In collaboration with ULBS partners – the industrial companies MultiversX Sibiu and 

Marquardt Schaltsysteme Sibiu, there were organized two industrial demonstrative 

workshops as part of Sibiu Innovation Days 2024 conference program. 

On 24.10.2024 took place the first industrial workshop entitled “WS1: Introduction to 

Interacting with the MultiversX Network” focused on blockchain education of 

students. The students learnt about challenges in blockchain scalability through 

parallel execution of transactions and how to detect and predict transactions conflicts 

(shared objects). In the end of the workshop the conclusions were drawn and open 

discussions took place and the participants were required to provide feedback. 

Judging by feedbacks and also that the time allocated for workshop of the 90 minutes 

was overtook with more than half of hour, important conclusions were that the young 

students and participants appreciated the technical quality of the presenter and of the 

workshop in general and are eager for such demonstrative events in future. 

On 25.10.2024 took place the second industrial workshop entitled “WS2: 5.0 Value 

Co-Creation mechanisms and experimentations, Case studies” organized within the 

context of CoDEMO project. The goal of the workshop was to present how could be 

used a Digital Innovation Environment (established at Sibiu with the help of 

OMiLAB8 - ULBS partner in CoDEMO project) to optimize a system test process 

within Marquardt Company. During product system test phase, it is necessary to 

determine the passed/failed status of tests via network signals analysis. A second layer 

of verification is introduced by using a camera taking pictures triggered by those 

signals. Using Design Thinking concept, Scene2Model and BeeUp tools the students 

learnt to develop a conceptual model for optimizing the system test process. 

2 The Vision of SID2024 Organizers 

“Digitalization is the irreversible path to progress, and the dynamics of technology-

driven change are constantly increasing. Blockchain technologies have evolved 

rapidly, moving from applications such as cryptocurrencies and decentralized ledgers 

to a decentralized, programmable and secure infrastructure. At the European Union 

(EU) level, the construction of a blockchain service infrastructure is underway, known 

as the European Blockchain Partnership, with each country hosting a node. 

Applications stemming from Blockchain technologies span diverse areas, including 

the automation of compliance checks in time-sensitive processes, data integrity 

verification, electronic health records, European digital identity management, 

diploma and accreditation authentication, secure data exchange between different EU 

authorities, as well as applications in finance, insurance and energy supply. At the 

national level, since 2023, the digital evaluation application for written works for the 

Baccalaureate exam, administered by the Ministry of Education, integrates 

Blockchain technology developed by experts from the Special Telecommunications 

 
8 https://www.omilab.org/omilab_nodes/ulbs/  
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Service (STS), which is an active participant in the European Blockchain Services 

Infrastructure (EBSI). 
 

In 2023, there was a surge in knowledge and issues with regard to generative 

Artificial Intelligence (AI) and the tools integrated into technologies like ChatGPT, 

Bard, Bing Chat, etc. As a result of these achievements, the EU approved the first law 

regulating AI on February, 2024. This law creates a classification scheme according 

to the possible dangers of artificial intelligence applications. Its primary goals are to 

make AI systems more secure, guarantee that they respect human rights, and establish 

precise guidelines for the application of AI in security, criminal, military and other 

sensitive contexts. 
 

In the coming years, quantum technologies will make it possible to rapidly 

accomplish things that simply cannot be done today, from complex computational 

tasks such as modelling biomolecular and chemical reactions that the most powerful 

supercomputers cannot handle today, to sending sensitive information securely 

anywhere or diagnosing diseases faster and more accurately just by looking inside 

human cells. Intense research based on quantum mechanics has led to major 

technical advances in many different fields, including the development of quantum 

computers, sensors, cryptography, and telecommunications. ULBS as member of 

RONAQCI project and the Sibiu Innovation Days 2024 conference, makes efforts to 

align Romania with European context. 
 

The European Union claim that innovation is the only way to maintain a strong, 

sustainable and competitive economy. However, there are currently significant gaps 

in the degree of innovation between EU Member States. Statistics from 2024 classify 

Romania as the least innovative country in the EU, with a performance of 34% of the 

union average. One solution to mitigate this disadvantage is to develop collaborative 

networks that reproduce the best innovation models from advanced countries and 

adapt them to developing countries in Europe. Emerging technologies can exploit 

Romania’s capability in connectivity and broadband internet, where we are above the 

European average, making Romania align and keep pace with developed countries in 

terms of the digitalization of industry, agriculture and the entire society. In this sense, 

we believe that no effort is useless to increase Romania’s innovation performance 

and, through the activities carried out at Sibiu Innovation Days 2024, we try to 

address and offer solutions to some of these challenges.”, mentioned Prof. Dr. Eng. 

Adrian Florea, director of the Hasso Plattner Knowledge Transfer Institute at the 

“Lucian Blaga” University of Sibiu and vice-president of Cluj IT Cluster. 
 

“In the face of the accelerated pace of technological development, the essential thing 

is not to adopt innovations, but to integrate them in a way that brings real value to the 

economy and society. At Cluj IT Cluster, we believe that Romania can become an 

innovation pole in Europe if we focus on developing advanced digital skills and 

creating collaborative ecosystems between industry, academia and local authorities. 

Sibiu Innovation Days is the place where these visions can take shape. What I want to 

emphasize is that, in the process of digital transformation, the key to success lies in 

how we manage to adapt technologies to our local needs and transform them into 

long-term competitive advantages. Romania must not only be a consumer of 

technology, but also an active creator in this digital revolution,” said Prof. Dr. Eng. 

Stelian Brad, President of Cluj IT Cluster. 
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“This year too, Sibiu IT Cluster is actively involved and supports impactful events, 

such as Sibiu Innovation Days. Digital transformation, sustainable development, 

community building and the creation of an ecosystem that supports innovation are 

priorities for us, and Sibiu Innovation Days does an excellent job of highlighting these 

topics and bringing real value to a diverse audience. 
 

We believe in the power of collaboration (after all, Sibiu IT Cluster is a collaboration 

between 35 important local actors) between the private, academic and public sectors, 

for the benefit of the community. We happily support such initiatives and are actively 

concerned about what else we can do together for Sibiu, but also at the national level, 

to strengthen Romania's position on the technological map of Europe,” highlighted 

Mr. Eng. Cătălin Mihacea, President of Sibiu IT Cluster. 

3 Conclusions 

In the opinion of organizers this fifth edition of the Sibiu Innovation Days event was a 

real success. More than 400 participants registered for the event, and almost 1000 

people were following online stream with 6 technical panels, 3 keynote presentations 

and 2 workshops involving more than 51 experts from industry and academic 

environment and delegates from local, national and international authorities and 

organizations, European Commission experts, and businessmen (from multinationals 

and established international brands to local startups) from Romania, Germany, 

France, USA, Italy, Norway, Austria, Poland, Spain. At the same time, they presented 

points of view, challenges and solutions related to using emerging technologies in 

business sectors, academia and public services. 

 

At the same time, we are convinced that the collaboration relations between 

organizers and all participants will not only continue but will flourish in the interest of 

the ecosystem we represent. 
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Abstract 

This study interprets student responses regarding teacher evaluations using advanced cluster 

analysis techniques. The responses were clustered using the K-Means and HDBSCAN 

algorithm from the Data Science GPT [Large language model]. Fifteen main features 

influencing teacher evaluations were identified, and their relationships were visualized using 

bar charts and heatmaps to illustrate cluster overlaps. The analysis compares traditional 

K-Means clustering with Hierarchical Density-Based Spatial Clustering (HDBSCAN), 

highlighting the benefits of density-based clustering in capturing nuanced insights. These 

findings provide actionable recommendations for enhancing teaching quality and student 

satisfaction in higher education. 

Keywords: clustering, evaluation student feedback 

  

1 Introduction 

 

Teacher evaluations are crucial in assessing the quality of instruction and guiding 

improvements in educational practices. Student feedback serves as a fundamental 

source for understanding what factors contribute to effective teaching and how they 

influence the learning experience. Traditionally, clustering techniques like K-Means 

have been used to categorize and analyse such feedback. However, newer algorithms 

such as Hierarchical Density-Based Spatial Clustering of Applications with Noise 

(HDBSCAN) offer the ability to identify more nuanced clusters, especially in complex 

datasets. 

The goal of this paper is twofold: first, to interpret the student responses to teacher 

evaluations by identifying the primary features that contribute to the perception of 

teaching quality; second, to compare the effectiveness of K-Means clustering against 

HDBSCAN for categorizing and understanding the underlying patterns in the data. 

Fifteen key features have been extracted from the dataset, which represent the core 

aspects of teaching effectiveness as perceived by students.
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2 Methods 

2.1 Data Collection 

Data was collected from student evaluations about the teaching activity across multiple 

courses in the Lucian Blaga University of Sibiu. The evaluations contained qualitative 

responses where students highlighted aspects they appreciated regarding the teaching 

style, course content, and overall classroom environment. Also, the aspects that should 

be improved regarding the teaching and working materials a practical support for the 

students in the labs. The dataset included more than 500 responses, each containing rich 

feedback ranging from course materials to the teaching and communication skills of the 

tutors and professors. The answers given by the students were collected into one single 

file and separated by a blank line. The answers are in Romanian. 

2.2 Feature Extraction 

2.2.1 TF-IDF  

From the qualitative feedback, 15 main features were identified as recurring themes. 

These features included factors like "Teaching Clarity," "Course Organization," 

"Instructor Engagement," and "Application of Real-World Examples." To analyze the 

data, a text mining approach was employed using a Term Frequency-Inverse Document 

Frequency (TF-IDF) vectorizer, which transformed the text into numerical 

representations. The data were then processed to extract key themes based on frequency 

and relevance. 

The Term Frequency-Inverse Document Frequency (TF-IDF) method is used to 

evaluate the importance of a term within a document relative to a corpus. It is calculated 

as follows [1]: 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑) = 𝑇𝐹(𝑡, 𝑑) × 𝐼𝐷𝐹(𝑡)  (1) 

Where: 

• 𝑇𝐹(𝑡, 𝑑) =
𝑓𝑡,𝑑

∑ 𝑓𝑡′,𝑑𝑡′∈𝑑

   represents term frequency. 

• 𝐼𝐷𝐹(𝑡) = 𝑙𝑜𝑔 (
𝑁

𝑛𝑡+1
)  calculates the inverse document frequency. 

Term Frequency – The number of times a term appears in a document, normalized by 

the total number of terms in the document. In our case it represents the raw count of 

term in document. Inverse Document Frequency – Measures how much information the 

term provides across the corpus. The addition of 1 prevents division by zero when a 

term does not appear in any document. Thus, the TF-IDF score increases proportionally 

to the number of times a term appears in a document (TF) but is offset by how frequently 

the term appears across all documents (IDF).The TF-IDF method effectively highlights 

terms that are important within a specific document while reducing the weight of 
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commonly occurring terms across the corpus, making it ideal for text analysis tasks 

such as clustering. 

2.2.2 Identified Features 

The following fifteen features emerged as central aspects of teaching quality, as 

indicated by student responses: 

1. Claritatea predării (Teaching Clarity): Clarity and understandability of lectures. 

2. Implicarea instructorului (Instructor Engagement): Ability of the instructor to 

actively engage students during the course. 

3. Calitatea feedback-ului (Feedback Quality): Quality and constructiveness of 

feedback on student assignments. 

4. Organizarea cursului (Course Organization): Logical structuring and scheduling 

of course content. 

5. Aplicații practice în lumea reală (Real-World Applications): Use of practical 

examples that connect theory with real-world scenarios. 

6. Disponibilitatea instructorului (Instructor Availability): The teacher's accessibility 

for consultations outside class. 

7. Evaluare obiectivă (Fair Assessment): Perceived fairness of grading and 

evaluation. 

8. Punctualitate (Punctuality): The consistency and timeliness of the instructor 

regarding classes and assignments. 

9. Utilizarea tehnologiei (Use of Technology): Integration of technological tools and 

resources in teaching. 

10. Incluziunea studenților (Inclusivity): Promotion of an inclusive classroom that 

values diverse student perspectives. 

11. Interacțiunea în clasă (Classroom Interaction): Encouragement of questions, 

discussions, and interactive learning. 

12. Materialele de curs (Course Materials): Quality and availability of the resources 

provided for learning. 

13. Entuziasmul instructorului (Instructor Enthusiasm): Enthusiasm demonstrated by 

the teacher for the subject matter. 

14. Respect față de studenți (Respect for Students): Respectful treatment of students 

and encouragement of their participation. 

15. Exerciții practice (Practical Exercises): Integration of hands-on activities and 

exercises to reinforce understanding.   

3 Clustering Algorithms Overview 

3.1 K-Means Clustering  

K-Means is a widely used clustering technique that assigns data points into k clusters 

based on their similarity, measured using the Euclidean distance [2]. The centroids of 

each cluster are iteratively recalculated until convergence is reached. In this analysis, 

K-Means identified three major clusters from the data: 

• High Satisfaction Cluster: Representing students who provided overall positive 

feedback, highlighting teaching clarity and instructor enthusiasm. 
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• Moderate Satisfaction Cluster: Characterized by students with a mix of positive 

and neutral responses, often pointing out areas for improvement such as 

instructor engagement or course organization. 

• Low Satisfaction Cluster: Students in this cluster generally expressed 

dissatisfaction, citing issues with punctuality, fair assessment, and course 

organization. 

However, the clusters were relatively broad, lacking granularity in understanding 

specific subgroups within each level of satisfaction. 

3.2 HDBSCAN Clustering  

HDBSCAN [2], a density-based clustering algorithm, was used as an alternative to 

K-Means to capture the complexity of student feedback. Unlike K-Means, HDBSCAN 

does not require a predefined number of clusters. Instead, it identifies clusters based on 

the density of data points, making it effective for data with varying cluster shapes and 

densities. 

HDBSCAN identified five distinct clusters, providing a more nuanced understanding 

of student feedback: 

• High Engagement and Clarity: This cluster included students who highly valued 

teaching clarity and instructor engagement. 

• Focus on Real-World Applications: Students in this cluster appreciated the use 

of real-world examples and practical exercises that made the content relatable. 

• Fairness and Inclusivity Emphasis: This cluster included students who 

particularly appreciated fair grading practices and the promotion of an inclusive 

learning environment. 

• Instructor Availability and Support: A separate cluster was formed by students 

who valued the instructor's availability outside class and the support provided 

for their learning. 

• Critical of Punctuality and Course Organization: This cluster consisted of 

students with concerns about punctuality and course structure 

4 Visualizations  

4.1 Bar Chart of Feature Importance 

The bar chart (Figure 1) represents the frequency with which each of the fifteen features 

was mentioned in student responses. Features such as "Claritatea predării (Teaching 

Clarity)" and "Implicarea instructorului (Instructor Engagement)" were cited most 

frequently, indicating their critical importance for student satisfaction. 

226



International Journal of Advanced Statistics and IT&C for Economics and Life Sciences  
December 2024* Vol. XIV, no. 1 

© 2024 Lucian Blaga University of Sibiu 

   
Figure 1: Bar Chart of Feature Importance 

4.2 Heatmap of Cluster Overlaps  

The heatmap (Figure 2) illustrates the overlaps between different clusters, highlighting 

the interconnected nature of certain features. Notably, features like "Aplicații practice 

în lumea reală (Real-World Applications)" and "Implicarea instructorului (Instructor 

Engagement)" had significant overlaps, suggesting that students who appreciated 

practical examples were also more engaged during lectures. 

 

 

 
Figure 2: Heatmap of Cluster Overlaps 
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5 Comparison of Clustering Algorithms 

5.1 K-Means vs. HDBSCAN 

• Granularity: K-Means provided three broad clusters, while HDBSCAN 

identified five nuanced clusters. HDBSCAN was better able to differentiate 

between students who had specific preferences, such as valuing inclusivity 

versus those focused on practical application. 

• Predefined Clusters: K-Means requires the number of clusters to be specified 

in advance, which can limit its flexibility. HDBSCAN, on the other hand, 

determines the number of clusters based on data density, making it more 

adaptive. 

• Handling Noise: HDBSCAN has the inherent capability to label outliers as 

noise, ensuring that clusters are formed only from meaningful data points. 

K-Means tends to force all data points into clusters, which can result in 

misleading categorizations. 

• Cluster Shapes: K-Means works well with spherical clusters, while 

HDBSCAN can identify clusters of varying shapes and sizes, which is crucial 

for complex datasets like student feedback. 

5.2 Performance Metrics 

For evaluating the performance of the two algorithms we have used the Silhouette score 

and the David Bouldin Index. 

The Silhouette Score evaluates the quality of clustering by measuring how similar a 

data point is to its own cluster compared to other clusters. It is calculated as follows  

𝑆(𝑖) =
𝑏(𝑖)−𝑎(𝑖)

max(𝑎(𝑖),𝑏(𝑖))
  (2) 

Where: 

𝑎(𝑖) is the average distance between 𝑖 and all other points in its cluster. 

𝑏(𝑖)) is the smallest average distance between i and the points in the nearest 

cluster. 

The Silhouette Score ranges between -1 and 1: 

• A score close to 1 indicates well-defined clusters. 

• A score close to 0 indicates overlapping clusters. 

• A score close to -1 indicates incorrect clustering. 

 

The Davies-Bouldin Index evaluates clustering by measuring the average similarity 

between each cluster and its most similar cluster. It is calculated as: 

𝐷𝐵 =
1

𝑁
∑𝑁

𝑖=1 max
𝑗≠𝑖

(
σ𝑖+σ𝑗

𝑑(𝑐𝑖,𝑐𝑗)
) (3) 

Where: 

- ( 𝑁 ): The total number of clusters. 

- (σ𝑖):The average distance between points in cluster ( 𝑖 ) and the centroid (𝑐𝑖). 

- (𝑑(𝑐𝑖, 𝑐𝑗)):The distance between the centroids of clusters ( 𝑖 ) and ( 𝑗 ). 

The lower the Davies-Bouldin Index, the better the clustering quality, as it indicates 

less similarity between clusters. 
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Table 1. Comparison between metrics 

 Silhouette Score Davies-Bouldin Index 

K-Means 0.45 1.85 

HDBSCAN 0.60 1.20 

 

HDBSCAN outperformed K-Means in both silhouette score and Davies-Bouldin index, 

indicating better-defined and more cohesive clusters. This demonstrates HDBSCAN's 

ability to adapt to the natural density of data and create clusters that are more reflective 

of actual patterns in student feedback. 

6 AI-Based Algorithm Comparison with Classical 

Clustering [3] 

6.1 K-Means Clustering (Classical Approach): 

K-Means clustering follows a series of steps that involve initializing centroids, 

assigning data points to the nearest cluster, recalculating centroids, and iterating this 

process until convergence. It requires the number of clusters to be predefined and relies 

on distance metrics like Euclidean distance, making it more rigid in its ability to identify 

naturally occurring groups, particularly in complex datasets. 

6.2 AI-Based Clustering Using HDBSCAN (OpenAI Approach): 

HDBSCAN, powered by AI-driven advancements, employs a density-based approach 

that does not require the number of clusters to be predefined. Instead, it forms clusters 

based on natural data density and can detect varying cluster shapes and sizes. The 

AI-based algorithm is more adaptive, better handling the nuances and variability in 

qualitative data. It also excels in noise handling, identifying outliers and distinguishing 

them from meaningful data points, something that K-Means does not inherently manage 

well. 

6.3 Advantages of Using AI-Based Clustering 

1. Flexibility and Adaptivity: Unlike K-Means, which requires a fixed number 

of clusters, AI-based clustering (HDBSCAN) adapts to the dataset's complexity. 

This adaptability allows for a more accurate representation of nuanced student 

feedback. 

2. Handling Complexity: AI-based clustering can effectively manage non-linear 

relationships and overlapping clusters, as illustrated in the heatmap. This allows 

for a more comprehensive understanding of the factors affecting student 

evaluations. 

3. Noise and Outlier Detection: HDBSCAN's ability to identify and exclude 

noise provides cleaner and more insightful clusters. Student feedback often 

contains diverse perspectives, and removing noise ensures that the insights are 

focused on genuine patterns rather than anomalies. 
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4. Improved Interpretability: The AI-driven algorithm produced more 

interpretable clusters, allowing us to separate factors like "Instructor 

Availability" and "Inclusivity," which were otherwise grouped broadly in 

K-Means. 

6.4 Insights and Recommendations 

• Focus on Teaching Clarity and Engagement: These features emerged as the 

most important factors for student satisfaction. Institutions should provide 

training to enhance instructors' clarity in delivery and engagement strategies. 

• Real-World Applications: The use of practical examples significantly impacts 

student satisfaction. Teachers are encouraged to incorporate more real-world 

scenarios and examples in their lectures. 

• Inclusivity and Fair Assessment: Students value inclusivity and fairness. 

Institutions should ensure that instructors receive training on inclusive teaching 

practices and fair assessment strategies. 

• Instructor Availability: Availability outside of class hours is appreciated by 

students. Institutions might consider incentivizing office hours or other forms 

of support to enhance instructor availability. 

• AI-Based Clustering Advantages: HDBSCAN, powered by AI-driven 

advancements, offered more nuanced clustering and better handled the 

complexity of student feedback compared to the classical K-Means approach. 

Educational institutions should consider leveraging AI-based clustering 

techniques to derive more actionable insights from student feedback data. 

7 Conclusion 

This study demonstrates the value of advanced clustering techniques like HDBSCAN 

in interpreting student evaluations of teachers. Using the Data Science GPT is suitable 

for getting some insights into the data used and some tendencies. The most important 

aspect is getting the results very fast. Then classical algorithms can be applied to 

confirm the results.  

By identifying fifteen critical features and comparing the clustering results from 

K-Means and HDBSCAN, the analysis highlighted the importance of using algorithms 

that account for data complexity. HDBSCAN's density-based approach provided more 

meaningful clusters, offering insights that could directly inform educational 

improvements. 

These findings suggest that educational institutions should prioritize clarity, 

engagement, and constructive feedback as key drivers of student satisfaction. Future 

research could involve longitudinal studies to assess the impact of improvements in 

these areas and explore other machine learning techniques for even deeper insights. 
This detailed cluster analysis highlights the value of using advanced clustering 

algorithms, such as HDBSCAN, for interpreting student evaluations. The insights 

derived from the fifteen identified features provide a roadmap for educational 

institutions to improve teaching quality and student satisfaction.  

The comparison of K-Means and HDBSCAN underlines the importance of using 

adaptive, AI-driven methods for analyzing complex qualitative data. 
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Future studies could explore additional machine learning methods to further refine the 

understanding of student feedback, and longitudinal analyses could be conducted to 

evaluate the effectiveness of interventions based on these findings. 
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