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Abstract 

The main contribution that this paper brings is the specification of multiagent systems, at the 

metamodel level, using an appropriate categorical sketch. We will see that category theory 

provides all the necessary ingredients for the formal specification of multiagent systems. In 

our approach, a multiagent system is specified by a static dimension and a behavioural 

dimension. For both dimensions we have defined a metamodel based on the categorical sketch. 

To specify the static dimension, we used a categorical sketch whose models are the states of 

the multiagent system. To specify the behavioural dimension, we introduced a Kripke-type 

categorical metamodel, which is based on a categorical sketch with constraints equivalent to 

the specified logical axioms. 
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1 Introduction 

A formal definition of the concept of agent, unanimously accepted by the community 

in the field, does not exist, but a multitude of characterizations have been issued, each 

with their pluses and minuses [1]. Although these characterizations of the agents are 

different, depending on the specific applications, they all include the notions of the 

environment in which the agents evolve and their autonomy. Autonomy means the 

ability of an agent to respond to environmental changes through various actions. 

If object-based modelling is characterized by the encapsulation of an object's attributes 

and access to them only through methods, agent-based modelling goes a step further 

and encapsulates the methods as well, so that access to the methods can only be done 

indirectly through messages. This approach leaves the freedom of the agent to decide 

which methods to use to achieve an objective. 

Because the property of autonomy was quite confusing, in the definition of the concept 

of agent, it was later replaced with the property of flexible autonomy. The resulting 

agent concept is that of an intelligent agent that has three important characteristics [2]: 

reactivity, pro-activeness and social ability. 

When designing a system, the designer seeks to achieve some global objectives that the 

resulting system must fulfil. Most of the time there is no agent capable of fulfilling these 

general objectives. An agent is able to fulfil local objectives. Global objectives can only 

be achieved by aggregating several agents, so that the fulfilment of their local objectives 
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leads to the achievement of these global objectives. The result of this operation of 

adequate aggregation of agents, in order to fulfil some general objectives, is a 

multiagent system. 

In general, the achievement of some objectives can be expressed by satisfying some 

logical formulas. One of the important objectives of logic is to provide languages and 

formal mechanisms for specifying reasoning on specific situations for the development 

of models. These languages and mechanisms must be, on the one hand, as intuitive as 

possible and on the other hand, endowed with rigorous syntax and semantics, without 

ambiguities so that they can be executed by a machine. In this context, modal logic 

plays a decisive role because it reduces the complexity of the language and at the same 

time preserves rigor. 

Most of the time, in these models, besides the concepts of space, time, events, human 

or artificial agents appear and therefore the concepts of knowledge, action, belief. Each 

of these concepts requires its own way of reasoning and as a result of this difference, 

multimodal logic was introduced, which allows reasoning with several modal operators. 

The reference model for specifying modal semantics is the Kripke frame, introduced by 

Saul Kripke in 1959, which nowadays has become a standard in specifying the 

semantics of multiagent systems, based on modal logic. We will introduce, in this paper, 

a categorical Kripke model for specifying the behavioural dimension of a multiagent 

system. 

The main contribution that this paper brings is the specification of multiagent systems, 

at the metamodel level, using an appropriate categorical sketch. Category theory 

provides all the necessary ingredients for the formal specification and analysis of 

models [6, 4]. In our approach, a multiagent system is specified by two dimensions, 

namely: the static dimension and the behavioural dimension. For both dimensions we 

have defined a metamodel based on the categorical sketch. 

Section 2 introduces some general notions and notations used in section 3 which 

presents the metamodel and the categorical model of a multiagent system. Section 4 

concludes the paper with some conclusions and future papers. 

2 Overview 

A category 𝓒 is a mathematical construct made up of two types of atomic components, 
namely formal functions that we call arrows, and objects that are the domains and 
codomains of the formal functions to which the function composition operation is added. 
In addition, the multitude of functions together with the composition operation form a 
monoid structure, i.e., it respects the associativity property and there is an identity 
function for each object. If 𝓒 is a category, we will denote with 𝓒0 the set of objects of 
this category, and with 𝓒1 the set of arrows of the category. 

In this paper, we will use especially the category that has sets as objects and as arrows 
functions with domains and codomains these sets, which we denote with Set, and we 
will also use the category that has graphs as objects and as arrows homomorphism 
between these graphs, which we denote by Grf. In this context, we will specify the 
multiagent systems, using as a metamodel, the categorical sketch, which is a 
mathematical object with precise syntax and implicit semantics. To specify the 
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semantics of these systems, we will use the Kripke structures, which we will specify, 
also through a categorical sketch. 

A categorical sketch is defined as a graph 𝓖, together with a set of constraints 𝓒(𝓖) 
imposed on the models through the components of the sketch graph. So, the categorical 
sketch 𝓢 is a tuple 𝓖=(𝓖, 𝓒(𝓖)) [5, 3]. The constraints on the models can be specified by 
commutative diagrams, limits and colimits in the classical form of the sketch or by 
logical predicates in the case of the generalized sketch [5, 3]. Commutative diagrams, 
limits and colimits have a great advantage in modelling, because they are generic 
constructs and can also be used in the generalized sketch for specifying predicates. 

A model of a categorical sketch 𝓢=(𝓖, 𝓒(𝓖)), is the image of the graph 𝓖, through a 

homomorphism of graphs, in the category Set; M:𝓖→Set, image that is subject to the 
constraints 𝓒(𝓖). A wide range of diagrammatic models used in software engineering 
can be defined as categorical sketch models [3]. 

Functors are similar to graph homomorphisms only that they respect the monoid 
structure of the set of functions with the composition operation, i.e., associativity and 
conservation of the identity function. Graphs can also be extended to free categories by 
composing arrows and adding identity arrows to nodes. To simplify the exposition, we 
will continue to use the name functor even when it is a homomorphism of graphs. 

To define the constraints, on the graph structure of the models, we need the diagram 
concept. A diagram D is a functor d, defined on a shape graph 𝓟, with values in a 

category 𝓒, i.e., a functor d:𝓟→𝓒. A diagram has the property that its image in the 
category 𝓒 preserves the shape graph 𝓟, even if several nodes have the same label or 
several vertices have the same label [5, 12]. This means that the category could only be 
ambient for the image of diagram D, without this image mapping exactly on a portion 
of the category. The role of the diagrams is to link the formulas of the first order logic 
(FOL) to the components of the models. 

We will specify the predicates that represent the constraints of the categorical sketch 

through the concept of diagram predicate signature. A set of predicates , together with 

an application ar:→Grf0, defines a diagram predicate signature. The application ar, 

maps each P to a graph, from the category Grf, which is called shape graph arity of 
P. The images of the application ar in Grf0 will be shape graphs for the diagrams that 
will map them to the components of the sketch graph 𝓢 and therefore the specified 
constraints by predicates will propagate on the models through the diagrams. 

Example 2.1. Let's suppose that we want to set the condition that the graph structure of 
all models of a sketch has the property that between any two nodes there is only one arc. 
This condition can be put by including in the diagram predicate signature, the predicate 

P1(x,y,z,rzx,rzy)=(a1,a2z((rzx(a1)=rzx(a2)(rzy(a1)= rzy(a2))a1=a2)) where the shape 

graph arity is ar(P1(x,y,z,rzx,rzy))=Span(x,y,z,rzx,rzy)=(x
    𝑟𝑧𝑥    
←    z

  𝑟𝑧𝑦    
→   y) and ar(x)=x, 

ar(y)=y, ar(z)=z, ar(rzx)=rzx, ar(rzy)=rzy. 

Shape graph Span(x,y,z,rzx,rzy), will then be mapped by a diagram to the sketch graph 
components. Through the functor that defines the model, these constraints will reach the 
components of the model. The role of the shape graph construct is to keep the shape of 
the graph signature at the model level. 

Intuitively, we can interpret the diagram predicate signature as a collection of procedures 
that implement the constraints defined by predicates having as parameters, formal 
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parameter graph, and diagrams, by means of some functors, associate formal parameter 
graph to actual parameter graph, nodes to nodes and arcs to arcs. 

In this paper we will use the categorical sketch to specify, at the metamodel level, the 
static dimension of a multiagent model and also to represent the behavioural dimension 
of the system. 

Each model of the categorical sketch that specifies the static dimension of the system is 
a state of the system and is characterized by the graph structure of the system and the 
values of some attributes attached to the components of the model, at a given moment 
[18]. The sketch models that represent the behavioural dimension are Kripke type 
models, which have the states of the system as possible worlds. The transitions of the 
system are the result of the actions of the agents, who act to fulfil some local objectives. 
Each type of agent is endowed with a specific modal logic. 

From a syntactic point of view, the basic modal logic language contains well-formed 
formulas, with the classic propositional logic operators to which two unary modal 

operators ◻ and ♢ are added. Depending on the specified modal logic, the two modal 

operators can have various interpretations, for example required for ◻, and possible for 

♢. The two operators are linked by the relation ♢φ=◻φ, where φ is a logical formula, 
and therefore, they are not independent. 

The standard for interpreting the formulas of modal logic are the Kripke models. A 

Kripke type model is a tuple M=(𝓚,𝓟,), where 𝓚=(𝓦,𝓡), is a graph, which is called 
a Kripke frame, 𝓦 is a set of possible worlds, 𝓡 is the accessibility relation on the set 

𝓦, 𝓟 is a set of atomic propositions and :𝓦→2𝓟, is an evaluation application that 

returns for each possible world w𝓦, the atomic propositions satisfied in the respective 
world. 

If we denote by 𝓡(v, w) the arc in 𝓡 that connects the world v𝓦 to the world w𝓦, 
then we can check if a well-formed formula is satisfied in the world v(v⊩φ) of the model 
M, inductively as [15]: 

M,v ⊩ p  p ∈ (v);   

M,v ⊩¬φ  M,v ⊮ φ; 

M,v ⊩ φ ∧ ψ  M,v ⊩ φ and M,v ⊩ ψ ;  

M,v ⊩ φ ∨ ψ  M,v ⊩ φ , or M,v ⊩ψ ;  

M,v ⊩ φ → ψ  M,v ⊩ φ implies  M,v ⊩ψ;  

M,v ⊩ φ ↔ ψ  (M,v ⊩ φ  M,v ⊩ ψ);   

M,v ⊩◻ψ  (for each w∈𝓦 with 𝓡(v,w), we have M,w⊩ψ);  

M,v ⊩♢ψ  (there is a w∈𝓦 such that 𝓡(v, w) and M,w ⊩ ψ). 

In general, the evaluation of modal formulas depends on the axioms we impose. In modal 
logic, one starts from an axiom, called axiom K:◻(φ→ψ)→(◻φ→◻ψ). Other important 

axioms that have been imposed in modal logic are: T:◻φ→φ; B:φ→◻♢φ; D:◻φ→♢φ; 

4:◻φ→◻◻φ and 5:♢φ→◻♢φ. 

In Kripke models, as we can see, the evaluation of a modal formula depends a lot on the 
accessibility relation 𝓡. There is an equivalence between axioms, or other logical 
formulas and the structure of the accessibility relation 𝓡. In our approach, we will take 
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advantage of this equivalence and impose the axioms through constraints on the relation 
𝓡, in a categorical sketch. 

3 The Categorical Model of a Multiagent System 

Agents are autonomous physical or logical entities that can perform actions in a certain 
environment in order to fulfil certain objectives. In general, they can observe 
environmental changes caused by other agents in a certain context and will make 
decisions based on these changes. We assume that each agent is endowed with a finite 
set of actions that it can perform. The performance of some actions is conditional on the 
state of the environment, which it perceives through the associative preconditions of 
each action and the objectives it pursues. 

Based on the preconditions and objectives pursued, the agent will have to choose from 
the possible actions those that satisfy his objectives in optimal conditions. This choice 
implies a certain logical reasoning in each state. In our approach, each agent will be 
endowed with a certain modal logic, based on which the agent will reason for decision-
making. 

When designing a multiagent system, the designer pursues a general objective, which 
cannot be known by each agent. Agents only have local objectives. Therefore, the system 
designer will have to make a convenient aggregation of a lot of local objectives to 
achieve the general objective. 

In order to achieve the objectives, most of the time agents must communicate and 
cooperate with each other. Therefore, a good structuring of a multiagent system will 
have to allow the encapsulation of cooperating agents in appropriate substructures that 
could cooperate or compete with other substructures depending on the general 
objectives. 

There are many and quite different approaches related to the organization of agents, 
some more flexible others less flexible [13, 14]. The categorical sketch is a formal 
construction, suitable for structuring agents and flexible enough to allow a great diversity 
of structuring multiagent systems. 

Each type of component is characterized by attributes and behaviour. A state of a 
component is represented by the values of the attributes at a given moment. A state of 
the system is represented by the graph structure of the system and the states of all its 
components at a given moment. The transactions of the system from one state to another 
are done by the actions of the components that can modify both the values of the 
attributes and the graph structure of the model within the limit allowed by the constraints 
𝓒(𝓖). 

Even if the categorical sketch will only specify static models, i.e., states of the multiagent 
system, it facilitates the specification of dynamic components through other related 
mechanisms. 

Each agent acts with the aim of achieving an objective: The objectives that an agent must 
achieve are specified by logical formulas, which will have to be satisfied in the following 
states. That is, an objective will be represented by a logical formula φ which is not 
satisfied in the current state but will have to be satisfied in the state after the action. The 
possibility of performing an action is also conditioned by the satisfaction of a logical 
formula in the current state. These decisions can be taken by an agent through a logical 
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reasoning with which it is endowed, as will be presented in the next section. The 
transformations produced by the actions of the agents will be made within the limits 
allowed by the constraints of the categorical sketch. 

Also, agents can move from one substructure to another, or new agents can appear in the 
system or some agents can disappear from the system, thus modifying the initial 
structure of the model. These structural changes can be specified by graph 
transformations of the model within the limits allowed by the constraints of the 
categorical sketch. 

In our approach, the agents' actions can have the effect of changing the values of the 

attributes as well as changing the graph structure of the model, within the limits allowed 

by the constraints of the categorical sketch. Therefore, we will specify a multiagent 

system on two dimensions, the static dimension and the behavioural dimension, each 

dimension with its own syntax and semantics. 

3.1 The Static Dimension of the Multiagent Model 

The syntax of the static dimension will be specified through a categorical sketch, and the 
semantics through the mapping of attributes to data domains and graphic structures to 
structures with known semantics (join, fork, etc.). 

The behavioural dimension is given by the actions of the agents that can modify the 
values of the attributes and the graph structure of the model. The syntax of actions will 
be represented by action signatures, and the semantics by mapping signatures to the 
double pushout algorithm and to algorithms that transform the values of the attributes. 

To define a categorical sketch, we need a diagram predicate signature which is a 

construct =(,ar) formed by a set of predicates  and an application ar:→Grf0, 

which associates to each predicate P from  an object from the Grf category, object 
called graph arity of P. 

A categorical sketch 𝓢 is a tuple 𝓢=( 𝓖, 𝓓()), where 𝓖 is a graph, called the sketch 

graph,  is a diagram predicate signature and 𝓓() is a set of diagrams indexed by the 

set of predicates , which have as shape graph, the images of the application ar in the 

Grf category [3]. That is, 𝓓()={dP:ar(P)→𝓖|P}. Thus, 𝓓() defines the signatures 
of the predicates that represent the constraints of the sketch on the structure of the models 
and maps them to the components of the sketch graph. A model of a sketch 𝓢 is the 

image of a functor M:𝓖→Set, which satisfies all the constraints specified by 𝓓() and 
represents an instance of the multiagent system, i.e., a state of this system. 

Next, we will consider that a directed graph is specified by a set of objects X, called 

nodes, a set of arcs , and two functions s,t:→X, which associate the source and target 
nodes to the arcs. 

In our approach, the nodes of the sketch graph represent concepts of the model such as 
agents, objects, groups of agents and roles, as well as elements of organizing and 
structuring of these components to form an adequate system. Sketch graph arcs represent 
sketch operators meant to help define constraints. Therefore, the sketch graph will have 
to be a type graph [7, 10, 11]. We will consider that the label of each node or arc of the 
sketch graph will correspond to the label of its type. That is, if we have a sketch 𝓢 and a 

model M:𝓢→Set, then, for each component c of the model typeM(c)=C where cM(C) 
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and C is a component of the graph 𝓖. Thus, this categorical sketch becomes a metamodel 
for the static dimension of a multiagent system. 

Therefore, the sketch graph nodes represent types such as agent type, object type, group 
type, role type, etc., or types of relationships between them. These types can be 
decomposed into subtypes, if the constraints on the structure of the models require this. 
In Fig. 1, we have an example of a categorical sketch graph. We denoted with A the 
agent type, with O the object type, with G the group type and with R the role type. We 

also denoted with XY, the type of relationship between type X and type Y, meaning that 
concepts of type X can contain concepts of type Y. Of course, we cannot present a graph 
of the sketch that satisfies the requirements of all applications, and we do not intend to 
do so. 

As we have already mentioned, the generalized sketch defines the constraints in the form 
of signatures of logical predicates that have as variables the nodes and arcs of shape 
graphs. These special graphs, called shape graphs, are mapped by diagrams to the sketch 
graph components (Fig. 2). 

Example 3.1. In Example 2.1. we specified the constraint that between any two nodes of 
the models there should be a single arc, by including in the diagram predicate signature, 
the predicate P1(x,y,z,rzx,rzy) with shape graph arity, 

ar(P1(x,y,z,rzx,rzy))=(x
    𝑟𝑧𝑥    
←    z

  𝑟𝑧𝑦    
→   y). To map this shape graph to the components of the 

graph 𝓖 of the sketch 𝓢, we will use a diagram d1:(x
    𝑟𝑧𝑥    
←     z 

  𝑟𝑧𝑦    
→   y)→𝓖, defined as 

follows: d1(x)=d1(y)=X, d1(z)=, d1(rzx)=s, d1(rzy)=t. Note that although the nodes x,y in 
the shape graph are mapped to the same node X of the graph 𝓖, the image of diagram dP 
keeps the graph shape. 
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Fig. 1. An example sketch graph 
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Through the functor that defines the model, these constraints will reach the components 
of the model. The role of the shape graph construction is to keep the graph shape at the 
model level. 

Although universal constructs such as commutative diagrams, limits and colimits, are 
used especially in the classical categorical sketch, many times they are also very useful 
in the generalized sketch to define predicates as we can see in Example 3. 

Example 3.2. If we want to constrain the structure of any model of the sketch to be a 
connected graph, we can use a special limit, namely pushout, which is the limit of a span. 
It is known that the pushout of two functions f and g with the same domain of definition, 

which forms a span, X
𝑓    
←  Z 

𝑔    
→ Y, coincides with the set of equivalence classes 

determined by the equivalence relation  induced by the relation: xy, xX, yY if and 

only if  zZ so that f(z)=x and g(z)=y. 

In the case of a graph, the pushout of the source s and target t functions from the 
definition of a graph coincides with the equivalence classes determined by the 
equivalence relation induced by s and t on the set of graph nodes, i.e., it coincides with 
the set of connected components of the graph. Therefore, the constraint that the graph of 
any model is connected can be put by the predicate P2(x,y,z,rzx,rzy)= 

|pushout(x
    𝑟𝑧𝑥    
←    z

  𝑟𝑧𝑦    
→   y)|=1, i.e. the cardinal of the set pushout(x

    𝑟𝑧𝑥    
←     z 

  𝑟𝑧𝑦    
→   y), which 

represents the number of connected components of the graph to be 1, with the shape 

graph arity, ar(P2(x,y,z,rzx,rzy))=(x
    𝑟𝑧𝑥    
←     z 

  𝑟𝑧𝑦    
→   y), and diagram d2, which coincides with 

diagram d1, from Example 3.2. 

A model of the categorical sketch represents a state of the multiagent system. The 
semantics of a state is characterized by the values of the attributes and the graphical 
structure of the model. Also, a state of the model can be endowed with a lot of atomic 
logical formulas that characterize the values of the attributes and the graph structure of 
the model. 

3.2 The Behavioral Dimension of the Multiagent Model 

The behavioural dimension of a multiagent system is characterized by its syntax and 
semantics. To specify the syntax of the behavioural dimension of a multiagent system, 
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Fig. 2. Mapping diagram predicate signature to the model 
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we will use as a metamodel, also a categorical sketch, as in the case of the static 
dimension, and to specify its semantics we will use a Kripke type model. 

The static dimension of the categorical model specifies the set of possible states of the 

system. Thus, if we have a categorical sketch 𝓢, there are many functors M:𝓢→Set, and 
each functor M represents a state of the model. We denote this set of functors by Mod(𝓢, 
Set). We assume that the set Mod(𝓢,Set) is at most countable and, therefore, we can 
index it with natural numbers. 

The transition from one state to another of the behavioural model is done by the actions 
of the agents involved in this model [9]. Thus, if the initial state of the behavioural model 

is 𝕴0, then the set of possible states 𝕴 of the behavioural model is: 𝕴={𝕴kMod(𝓢, Set), 

k1 | 𝕴k is the result of successive actions of the agents on 𝕴0}.  

In this notation we will understand that a functor 𝕴k, represents the image of the sketch 
𝓢, through the functor 𝕴k in the Set category. 

In our approach, an agent is characterized by a multitude of actions it can perform and 
by the logic it uses to make decisions. The performance of an action is conditioned by 
the state in which the model is located and by the objective it pursues in the following 
states. 

An action can change the values of the attributes of the model, but it can also change the 
graph structure of the model because, as we mentioned before, agents can move from 
one substructure to another, new agents can appear or some of them can disappear. All 
these changes can only be made within the limits allowed by the constraints of the 
categorical sketch. 

We will specify the structural changes of the models caused by the agents' actions 

through graph transformations. A graph transformation, =(L, R), is composed of two 
graphs, namely the left graph L and the right graph R, and a mechanism that specifies 
the conditions and the way to replace L with R. Because the structural changes, in our 
case, involves both deletions and additions, we will use the double-pushout variant 
(DPO), a graph transformation that is specified by three graphs L, R and K and two 

graph morphisms l and r: =(L
𝑙
←K

𝑟
→R) where K is an interface graph contained in both 

R and L [10, 11, 7]. 

The components of the graphs L and R will be mapped to the components of the graph 
𝓖, of the sketch 𝓢, by a pair of diagrams dL and dR, and will receive the types of the 
components of the graph 𝓖, and therefore will be shape graph typed. Now we can define 

an action of an agent as a pair a=(, p), where  is a graph transformation =(L
𝑙
←K

𝑟
→R), 

and p is a procedure with the property that R=p(L). Therefore, performing an action 

a=(, p), consists in applying the graph transformation  and calculating the values of 
some local attributes, associated with graphs L, R and K. Of course, the graph 
transformation could be an identity transformation that does not change the graph 
structure of the system in any way, but it is still useful because the graph L from the 

graph transformation  also has the role of locating the agent's action 

To model the semantics of the behavioural dimension of multiagent systems, we will 
use Kripke-type structures, which have an implicit semantics. In our approach, each 
agent is characterized by a multitude of actions that it is capable of performing and by 
the logic that it uses to evaluate the logical formulas necessary for decision-making. 
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If all the agents use the same logic to evaluate the formulas, then, in our approach, a 
semantic model of a multiagent system is a tuple: 

M=(𝓚, 𝓟, , w0, 𝓐c, , 𝓐g, , ), where: 

𝓚=(𝓦, 𝓡) is a graph in which the set of nodes 𝓦 represents the set of possible worlds 
and 𝓡 is a set of arcs between the elements of 𝓦; 

𝓟 is a set of atomic propositions, and :𝓦→2𝓟, is an evaluation application, which 
associates to each world the set of valid atomic propositions in that world. 

𝓐c is a set of actions, and  is a surjective function :𝓡→𝓐c, which associates an 
action to each arc; 

𝓐g is a set of agents, and  is a surjective function :𝓡→𝓐g, which associates an agent 
to each arc; 

 is a surjective function :𝓐c→𝓐g, which associates to each agent the set of actions it 

is capable of performing and which has the property =∘. 

We notice that the graph 𝓚=(𝓦, 𝓡), is, in fact, a Kripke frame, where 𝓦 is a set of 
possible worlds, and 𝓡 is the accessibility relation on the set 𝓦. Also, the tuple (𝓚, 𝓟, 

) specifies a Kripke semantic model for modal logic. 

The theoretical results showed that there is a direct correspondence between the 
satisfaction of some schemes of modal logical formulas and the properties of the 
accessibility relation 𝓡 [17, 8, 15, 16]. Thus, for axiom T to be satisfied, relation 𝓡 must 
be reflexive, axiom B is satisfied if relation 𝓡 is symmetric, axiom D is satisfied if 
relation 𝓡 is serial, axiom 4 is satisfied if relation 𝓡 is transitive, and axiom 5 is satisfied 

if the relation 𝓡 is Euclidean. Also, if the relation 𝓡 is functional, the formula ◻φ↔♢φ 

is satisfied, and if the relationship is linear, it satisfies the formula 

◻(φ∧◻φ→ψ)∨◻(ψ∧◻ψ→φ). 

Although a Kripke frame 𝓚=(𝓦, 𝓡), does not contain the atomic formulas satisfied in 

every world wW, it is important to be able to specify a Kripke frame that satisfies 
certain formula schemes as a whole. Thus, a Kripke frame 𝓚=(𝓦, 𝓡), satisfies a 

formula scheme , i.e., 𝓚⊩, if for any evaluation application :𝓦→2𝓟, in every world 

w𝓦, 𝓚,w⊩. Also, we have a theoretical result that says a Kripke frame 𝓚, which 
satisfies a scheme of formulas, satisfies all substitution instances of that formula [15, 
17]. 

Therefore, a model M=(𝓚, 𝓟, , w0, 𝓐c,, 𝓐g, , ), of a multiagent system 
characterized by a certain logic can be specified by constraints on the accessibility 
relation. Thus, if we want the model to be characterized by the KT4 logic, we will 
introduce the constraints that the relation 𝓡 be reflexive and transitive, if we want the 
model to be characterized by the KT45 logic, we will introduce the constraints that the 
relation 𝓡 be reflexive, transitive and Euclidean, etc. 

A model of a multiagent system may include concepts such as time, knowledge, belief, 
obligations, etc., which determine the formula schemes that must be satisfied. Therefore, 
in a multiagent system we will have to have for each type i of agents a distinct ◻i 

operator and, implicitly, a distinct ♢i operator. The i index of the agent type in modal 

operators implies distinct accessibility relations. 
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When designing a model for a multiagent system, it is important to establish precisely 
which formula schemes we need to be satisfied by each type of agent, and to specify 
constraints so that they are equivalent to these formula schemes. 

As we have already mentioned, for the specification of a metamodel, of the behavioural 
dimension of a multiagent system, we will use the categorical sketch. We will denote 

this sketch by 𝓢B=(𝓖B, 𝓓B()). In this case, the concepts involved in the metamodel are 
the agents Ag, with the corresponding subtypes, the relation R, with the sub-relations 
corresponding to each type of agent, and the actions Ac, with the subtypes corresponding 
to the types of agents. Thus, the graph of the categorical sketch, which specifies the 
behavioural dimension of a multiagent system, can be the one in Fig. 3. 

In our approach, the set of agents Ag will be a disjoint union of subsets of different types 
of agents; Ag=∐ 𝐴𝑔𝑖

𝑛
𝑖=1 , the relation R is a disjoint union of sub-relations; R=∐ 𝑅𝑖

𝑛
𝑖=1 , 

and the set of actions Ac is a disjoint union of subsets of actions of different types; 
Ac=∐ 𝐴𝑐𝑖

𝑛
𝑖=1 . These constraints can be elegantly be imposed, in the categorical sketch, 

by colimits of discrete diagrams [5, 3], which we will not specify in this paper. 

The constraints on the categorical sketch models are represented by the component 

𝓓B() by diagrams indexed by the set of predicates , which have as shape graph, the 
images of the application ar in the Grf category. 

 

An important part of the predicates involved in such a metamodel are those that impose 

restrictions on the relation R and on the sub-relations Ri, 1in. We will now exemplify 
some predicates that can impose constraints on the accessibility relations, conditions that 
can replace the logical formulas as mentioned above. 

The constraint that a relation Ri, be reflexive can be put through the predicate: 

Q1(x,y,s,t)=wx, ry, (s(r)=t(r)=w). 

The symmetry of a relation Ri can be imposed by the predicate: 

Q2(x,y,s,t)=r1y, (s(r1)=vt(r1)=w→r2y. s(r2)=wt(r2)=v). 

A relation is serial if the predicate is satisfied: 

. . .  

. . .  

. . .  

. . .  

s s s t t t 

   

   

   

Fig. 3. The categorical sketch graph 

specifying the behavioral dimension 
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Q3(x,y,s,t)=wx, ry, vx. s(r)=wt(r)=v. 

A relation is transitive if the predicate is satisfied: 

Q4(x,y,s,t)=u,v,wx,r1,r2y.s(r1)=ut(r1)=vs(r2)=vt(r2)=w→ry.s(r)=ut(r)=w. 

A relation is Euclidean if the predicate is satisfied: 

Q5(x,y,s,t)=u,v,wx,(r1,r2y.s(r1)=ut(r1)=vs(r2)=ut(r2)=w→ry.s(r)= 

vt(r)=w). 

A relation is functional if the predicate is satisfied: 

Q6(x,y,s,t)=wx, !ry. s(r)=wt(r)=v. 

A relationship is linear if the predicate is satisfied: 

Q7(x,y,s,t)=u,v,wx,(r1,r2y.s(r1)=ut(r1)=vs(r2)=ut(r2)=w→r3y,s(r3)= 

vt(r3)=w). 

A relation is complete if the predicate is satisfied: 

Q8(x,y,s,t)= v,wx, ry. (s(r)=vt(r)=w)(s(r)=wt(r)=v). 

All these predicates have the shape graph arity ar(Q)=x    t      
←    

      s    
←    y, defined as follows: 

ar(x)=x, ar(y)=y, ar(s)=s, ar(t)=t. Also, all these predicates will be mapped to the 

components of the sketch graph through a diagram 1:ar(Q)→𝓚, thus: 1(x)=W, 
1(y)=Ri, 1(s)=s, 1(t)=t, where i represents the relation on which we want to impose 
the constraint. 

Therefore, the component 𝓓B(), of the categorical sketch 𝓢B, will contain the diagram 

1, indexed by the predicates Qi, 1i8. 

Of course, these constraints can also be imposed through mechanisms specific to 
category theory, such as limits and colimits. For example, the condition that a 
relationship is total is equivalent to the condition that the graph corresponding to the 
relationship is connected. Therefore, the constraint that the relationship is total can be 

put through the predicate Q(x,y,z,rzx,rzy)=|pushout(x
    𝑟𝑧𝑥    
←     z 

  𝑟𝑧𝑦    
→   y)|=1, which indexes 

the diagram d1, from Example 2. 

Other constraints imposed for the categorical sketch 𝓢B refer to the functions ,,, 

respectively i,i,i, 1in. These functions must be epimorphisms. The necessary and 

sufficient condition for an application f:A→B to be an epimorphism is that the pushout 
of f and f is isomorphic to A. This can be specified by the predicate: S1(x,y,f)= 

|pushout(x     𝑓     
→    

     𝑓     
→     y)|=|x| with shape graph arity ar(S1)= x     𝑓     

→    

     𝑓     
→     y, defined as such ar(x)=x, 

ar(y)=y, ar(f)=f. This shape graph will be mapped to the components of the graph 𝓖B, 

from Fig. 3, by a set of diagrams as follows: diagram  defined as follows (x)=R, 

(y)=Ag, (f)=; diagrams  
𝑖


 defined as follows 

𝑖


(x)=Ri, 𝑖


(y)=Agi, 𝑖


(f)=i, 

1in; diagram  defined as follows (x)=R, (y)=Ac, (f)=; diagrams 
𝑖
 defined 

as follows 
𝑖
(x)=Ri, 𝑖

y)=Aci, 𝑖
(f)=i, 1in; diagram  defined as follows 

(x)=Ag, (y)=Ac, (f)= and diagrams  
𝑖
 defined as follows 

𝑖
(x)=Agi,  𝑖

y)=Aci,  


𝑖
(f)=i, 1in; 

The conditions that =∘ and respectively i=i∘i can be specified by the predicate: 
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S2(x,y,z,f,g,h)=rx, f(x)=h(g(x),  with shape graph arity ar(S2)=x
 
     𝑔     
→     𝑧

     ℎ     
←    

              𝑓            
→            y, defined 

as follows: ar(x)=x, ar(y)=y, ar(z)=z, ar(f)=f, ar(g)=g, ar(f)=f, ar(g)=g, ar(h)=h. This 

shape graph will be mapped to the graph components by the diagram  defined as 

follows (x)=R, (y)=Ac, (z)=Ag, (f)=, (g)=, (h)=, and by the diagrams i, 

defined as follows i(x)=Ri, i(y)=Aci, i(z)=Agi, i(f)=i, i(g)=i, i(h)=i, 1in. 

Therefore, in this metamodel ={Qi|1i8}{S1,S2}, and  𝓓()={1:ar(Qi)→𝓖 

|1i8}  {:ar(S1)→𝓖, :ar(S1)→𝓖, :ar(S1)→𝓖, :ar(S2)→𝓖}  {
𝑖
:ar(S1)→𝓖 | 

1in}  {
𝑖


:ar(S1)→𝓖 | 1in}  {

𝑖
:ar(S1)→𝓖 | 1i8}  {

𝑖
:ar(Si)→𝓖 | 1in} 

 {i:ar(S2)→𝓖 | 1in}. Depending on the requirements of the model, other constraints 
can be added, such as imposing a fixed or limited number of agents or actions. 

A model of the sketch B is a functor 𝕭:𝓖→Set, which satisfies all the constraints 

specified by 𝓓B(), where: 𝕭(W) is a set of possible worlds; 𝕭(R) is a set of arcs that 

define the accessibility relation on the set of worlds 𝕭(W); each 𝕭(Ri), 1in, is a set of 
arcs that define the accessibility relation on the set of worlds of agents of type Agi; 

𝕭(Ag) is the set of agents involved in the model; each 𝕭(Agi) , 1in, is the subset of 

agents of type Agi; 𝕭(Ac) is the total number of actions; each 𝕭(Aci), 1in, is the 

subset of actions of type Aci. By the functor 𝕭:𝓖→Set, we understand its image in the 
Set category, which represents a behavioural model of the multiagent system. We denote 
the set of these models by Mod(𝓢B, Set). 

3.3 Aggregation of the Two Models 

As we saw in the previous sections, both the static and the behavioural dimensions can 
be specified, at the metamodel level, through appropriate categorical sketches. 

The static dimension of the categorical model is represented, at the metamodel level, by 

a categorical sketch 𝓢=(𝓖, 𝓓()), which specifies the set of possible states of the system 
that we denoted with Mod(𝓢, Set). The transition from one state to another of the model 
is done by the actions of the agents involved in this model. If the initial state of a model 

is 𝕴0, Mod(𝓢, Set) then the set of possible states 𝕴 of the behavioural model becomes: 

𝕴={𝕴kMod(𝓢, Set), k1 | 𝕴k is the result of successive actions of the agents on 𝕴0}. 

The behavioural dimension of a multiagent system is represented, at the metamodel 

level, by the categorical sketch 𝓢B=(𝓖B, 𝓓B()), as we saw in the previous section. 

Now we can aggregate the two models to specify the categorical model of a multiagent 
system. A categorical metamodel for multiagent systems is a tuple MM=( 𝓢, 𝓢B), where 
𝓢 is a categorical sketch that represents a metamodel for the static dimension of the 
multiagent system, and 𝓢B is a categorical sketch that represents a metamodel for the 
behavioural dimension of the multiagent system. 

A categorical model of a multiagent system is a tuple: 𝓜=(𝕴, 𝕭, 𝕴0, 𝓟, ), where 

𝕴Mod(𝓢,Set), is a set of static models of the sketch 𝓢; 𝕭Mod(𝓢B,Set), is a 

behavioural model of the 𝓢B sketch, with the property that 𝕭(W)= 𝕴; 𝕴0𝕴, is the initial 
state of the system; 𝓟 is a set of atomic propositions, which characterizes the state of the 

system, and :𝕴→2𝓟, is an evaluation application, which associates to each state the set 
of valid atomic propositions in that state. 
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In this paper, we present only the general idea that is the basis of the specification of the 
logical language that specifies the behaviour of the agents without going into details. 
Each agent acts with the aim of achieving an objective. The objectives of an agent are 
specified by logical formulas, which it can satisfy through the actions it is able to 
perform. The agent pursues the satisfaction of some objective formulas that are not 
satisfied in the current world but can be satisfied after performing some actions, that is, 
in the following worlds. 

For each type of Agi agent, there is a subset 𝓟i of atomic formulas that such an agent 

can satisfy through its actions. Therefore, the set of logical formulas that a type of Agi 

agent can satisfy will all be well-formed formulas, starting from the set of atomic 

formulas that it can satisfy using logical operators. In a similar way, the logical formulas 

that can be satisfied by a group of agents can be specified. 

4 Conclusions and Future Work 

The most important conclusion of the paper is the fact that the categorical sketch is an 

appropriate mathematical mechanism for specifying models for multiagent systems, at 

the metamodel level. This metamodel can be the basis of the implementation of a 

domain-specific modelling tool endowed with a diagrammatic language. 

Constraints on models can be specified by universal properties in category theory, 

which can be implemented in the form of generic algorithms that work on all models 

specified by categorical sketches. 

I mention the fact that in this paper I did not deal with the problems related to 

parallelism and synchronization. Of course, the agents' actions can take place in parallel 

with the sharing of common resources, but this will be the subject of another paper. 

In the semantics based on the Kripke model, the accessible worlds are fixed. In a 

reactive Kripke model [19], the evaluation of logical operators can cause the 

reconfiguration of the model in which the formula is evaluated. In our model, graph 

transformations can be used to model this reconfiguration, but this will be the subject 

of another paper. 
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